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ABSTRACT 

 

PERFORMANCE IMPROVEMENT FOR SITUATIONAL AWARENESS 

AND RESTORATION OF DISTRIBUTION SYSTEMS 

 

 

 

Yılmaz, Uğur Can 

Master of Science, Electrical and Electronic Engineering 

Supervisor: Assoc. Prof. Murat Göl 

 

 

June 2021, 84 pages 

 

Electricity has a crucial role in modern life, and its absence may cause catastrophic 

complications. Restoration of distribution systems requires an efficient decision 

support mechanism as well as an accurate real-time operation. Considering the 

utmost importance of fast restoration of the distribution system to provide 

uninterrupted electricity, a decision support mechanism is required to employ an 

efficient analysis of the system. Therefore, it is crucial to analyze the system in a fast 

manner. This thesis presents a computationally efficient partitioning method using a 

novel numeric algorithm to detect the ring structure in order to conduct the required 

analyses in a fast manner. Moreover, to improve the situational awareness during the 

restoration, a situational awareness tool is developed. The tool uses received 

measurements from the energized sections to estimate the observable states and to 

update unreliable load/generation forecasts/profiles. The proposed tool employs 

three-phase Least Absolute Values (LAV) estimator with a linearized measurement 

function to improve the computational performance without loss of accuracy 

significantly. Finally, the proposed situational awareness tool uses an efficient power 

flow formulation based on the well-known forward/backward sweep algorithm to 

detect any infeasible restoration strategy. 
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ÖZ 

 

 

DAĞITIM ŞEBEKESİNİN AYAĞA KALDIRILMASI VE DURUMSAL 

FARKINDALIK ARAÇLARININ PERFORMANSININ GELİŞTİRİLMESİ 

 

 

 

Yılmaz, Uğur Can 

Yüksek Lisans, Elektrik ve Elektronik Mühendisliği 

Tez Yöneticisi: Doç. Dr. Murat Göl 

 

 

Haziran 2021, 84 sayfa 

 

Elektrik modern yaşam için hayati bir ihtiyaç olmakla birlikte yokluğunda büyük 

zorluklarla karşılaşılabilinmektedir. Bir dağıtım şebekesinin ayağa kaldırılabilmesi 

için hızlı çalışan bir karar destek mekanizması ile birlikte hata payı düşük gerçek 

zamanlı operasyon gerekmektedir. Dağıtım şebekesinin hızlı şekilde ayağa 

kaldırılması elektrik kesintisi süresini en aza indirmek için büyük önem teşkil 

etmektedir. Bu sebeple karar destek mekanizmasında kullanılan sistem analizinin 

hızlı olması da kritik öneme sahiptir. Bu tez çalışmasında, özgün ve sayısal halka 

yapı algılama algoritması kullanılarak şebekenin bölünmesi ile bahsedilen analizler 

hızlandırılmıştır. Dahası, ayağa kaldırma işlemi boyunca durumsal farkındalığı 

arttırmak için sistemi gerçek zamanlı olarak izleyen bir araç geliştirilmiştir. Bu araçta 

sahadaki enerjilendirilmiş kısımdan gelen ölçümleri işleyerek en olası sistem 

değişkenlerini kestiren ve ayrıca güvenilirliği düşük olan yük ve tüketim 

tahminlerini de güncelleyen bir durum kestirim algoritması bulunmaktadır. En 

Küçük Mutlak Değerler metoduyla geliştirilen durum kestirim algoritması ölçüm 

fonksiyonlarının lineerizasyonu ile hızlandırılmıştır. Son olarak, bahsedilen gerçek 

zamanlı izleme aracı verimli bir yük akış analizi kullanarak uygulanması mümkün 

olmayan ayağa kaldırma stratejilerini belirlemektedir.  
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CHAPTER 1  

1 INTRODUCTION  

Electricity has a crucial role in modern life, and its absence may cause catastrophic 

complications. The main objective of the power distribution system operators is to 

provide uninterrupted and stable electricity to its customers. Although power 

distribution networks are designed and maintained to prevent interruption in the 

electricity service, partial or full blackouts are unavoidable considering 

extraordinary situations, e.g., disasters, faults, etc. When the electricity supply is 

interrupted by an unexpected cause, it is imperative to restore the power distribution 

network in a fast manner. A restoration problem can be formulated as a multi-

objective, multi-stage, combinatorial, nonlinear, and constrained optimization 

problem [1].  

Although there are comprehensive studies in the transmission system restoration, 

restoration of the distribution systems has some research gaps. To better understand 

the difference in the transmission and distribution system restorations, the 

divergence in the characteristic of those systems should be investigated. Distribution 

systems differ from transmission networks due to the lack of measurements, the 

number of buses, unbalanced loads and structure, lack of transposition, and high R/X 

ratio. The size of the system in the distribution networks may be thousands of buses 

which makes the system analysis computationally expensive. In addition to that, the 

situational awareness for the distribution system requires a tool that is capable of 

processing three-phase measurements considering the unbalanced variables, being 

robust against bad (biased) data considering the lack of measurements, preventing 

the ill-conditioning considering high R/X ratio in the flow analysis. To address the 

given complications, this thesis proposes an efficient partitioning method and an 
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improved situational awareness tool to be utilized in the distribution system 

restoration. The overall restoration procedure is shown in the flow chart given in 

Figure 1.1. The contribution of this work is presented in two modules which are 

shown in green in the flow chart. The first module, partitioning of distribution system 

topology, is developed to improve the computational performance of the restoration 

process. The second module, the situational awareness tool, is developed to monitor 

the system in real-time using field measurements and to conduct a feasibility analysis 

for the given restoration strategies using the available generation and load 

forecasts/profiles.  

 

 

Figure 1.1. The flow chart of the restoration procedure. 

 

Although the synthesis of the restoration strategy is out of the scope of this thesis, 

the factor causing the computational complexity should be highlighted to understand 

the proposed method better. The restoration strategy of a fully radial structure is 

straightforward such that buses are tried to be energized in a sequential order starting 

from the source side. However, when ring structures are considered, there are more 

than one restoration path to energize the buses. Thus, by partitioning the system into 

ring and radial structured buses, the restoration strategy can be developed separately.  

Therefore, a novel partitioning algorithm is proposed in this thesis to improve the 

performance of the restoration process.  
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The situational awareness tool for the distribution system during the restoration is 

the second module of the proposed methodology. The distribution system is not fully 

observable due to the lack of measurements, hence unreliable forecasts and profiles 

have to be utilized to maintain system observability. The reliable real-time three-

phase measurements gathered from the energized part of the field and unreliable 

forecasts/profiles of the un-energized part should be both processed to execute power 

analysis methods so that the electrical constraints can be included in the restoration 

optimization problem.  

In this thesis, the research gaps related to the inclusion of the electrical constraints 

and the computational performance are addressed. A novel numeric analysis to detect 

ring and radial structures is proposed to improve the computational time of the 

restoration by partitioning the system. Furthermore, a situational awareness tool is 

developed to improve the situational awareness. This tool utilizes a state estimator 

to process the real-time measurements gathered from the energized section of the 

field and to estimate the most likely system states, i.e., bus voltage magnitudes and 

phase angles. An efficient power flow method is also employed to analyze the whole 

system using load and generation forecasts/profiles.  

1.1 Problem Definition 

While the restoration methodology of the transmission networks has been 

comprehensively studied by various researchers [2]–[4], there are still some research 

gaps to be addressed in the distribution system restoration considering the lack of 

proper monitoring, the number of buses with domain-specific topology, and the 

tendency of unbalanced operation of distribution networks [5]–[7].  

In this thesis, a generic performance improvement of the restoration and situational 

awareness for the distribution system is the main focus; in addition, situational 

awareness for the distribution system exposed to a disaster is also considered. After 

a disaster, the unbalanced operation may be significantly noticeable compared to the 
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normal operation. The restoration of a distribution system is studied by various 

researchers [8]–[10]. Even the restoration of undamaged networks requires 

systematic policy, restoration of the power networks exposed to a disaster may be 

challenging. Ref. [8] propose a restoration method to guide the field crew however, 

electrical constraints are not included in the problem formulation. In [9], a 

probabilistic approach to the restoration procedure is proposed. [10] enriches [9] by 

including electrical constraints using power flow. The given methods are offline 

methods such that the restoration action set is determined once, and it is not updated 

with the real-time measurements gathered from the energized sections.  

The restoration strategy of a fully radial structure is straightforward such that buses 

are tried to be energized in a sequential order starting from the source side. However, 

when ring structures are considered, there are more than one restoration path to 

energize all buses. The combinatorial nature of the problem is caused by the 

numerous 0-1 variables corresponding to the switching devices. In addition, the 

majority of a distribution network infrastructure is radial structured. If the restoration 

strategy for the radial structured and ring structured parts of the system are developed 

separately, the computational performance would be improved significantly. 

Therefore, an efficient method to detect ring and radial structured sections should be 

utilized in the restoration process.  

Consider three different configurations of the distribution system topology given in 

Figure 1.2. While the topology given in Figure 1.2a shows a radial structure with 

connection to the transmission network, Figure 1.2b and Figure 1.2c shows ring 

structured configurations. In Figure 1.2b, intuitively ring structured branches can be 

observed while in Figure 1.2c the corresponding branches constitute a ring structure 

since transmission network connection is assumed to be an infinite source. In the 

partition algorithm, it is important to detect both ring structures given in Figure 1.2b 

and Figure 1.2c.  
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                    (a)                                                    (b)                                     (c)    

Figure 1.2. Various configuration of the distribution system topology 

 

Conventionally, graph theoretic methods have been widely utilized to identify the 

topology of a power system [11]. However, as the size of the power systems 

increases, those studies lose the feasibility to analyze the system in a reasonable time. 

With the developments in renewable sources and electrical vehicles, real-time 

monitoring and control of the distribution system became essential in recent years. 

Thereby, there are various studies on topology analysis of distribution systems [12]–

[14]. Considering the size of the distribution network can be up to thousands of 

buses, the given graph based methods are not capable of analyzing the system in a 

reasonable time. While [15] proposes reduced computational complexity of the 

topology identification, they have been employed in small-sized systems, and the 

performance of the proposed method on a real-sized distribution system is not given.  

Once the restoration strategy is obtained, the real-time operation takes place to 

energize the buses. During the real-time operation, real-time monitoring of the 

system is critical to observe the system states, i.e., bus voltage magnitudes and phase 

angles. The bus voltage magnitude limitations and power flow limitations should be 

satisfied in the distribution system. Bus voltage magnitudes should be in the limits 
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of 0.95-1.05 𝑝𝑢, and power flows should be lower than the maximum power flow 

capacity of the corresponding line.  

In the energized sections of the system, three-phase reliable measurements are 

obtained by SCADA devices. On the other hand, distribution systems suffer from 

the lack of measurements. To maintain full system observability, pseudo injection 

measurements are inserted using load and generation forecasts/profiles. Unlike real-

time measurements, forecasts and profiles are unreliable, and they can be even more 

biased in the distribution systems exposed to an unexpected situation. Considering 

the available measurements, the situational awareness tool using both power flow 

analysis and state estimation method is required to properly monitor the distribution 

system during restoration.  

State estimation tool is essential to process the real-time measurements gathered 

from the energized section of the field. Since the pseudo measurements are also 

utilized, the estimator is supposed to be robust against bad data. Furthermore, the 

computational time of the estimation should be considered. As the branches 

energized step by step, the state estimation algorithm can be executed for the 

energized parts of the system to find system states, i.e., bus voltage magnitudes and 

bus voltage phase angles.  

In the transmission networks, the positive sequence model of the system can be 

employed in the state estimation algorithm thanks to balanced load and structure 

profiles. Besides the fact that the normal operation of the distribution system may 

suffer from lack of transposition, unbalanced loads, and high R/X ratio [16], [17], 

unbalanced operation tends to be more obvious in a collapsed distribution network. 

Thereby, the three-phase state system model is essential to obtain accurate results 

[18]–[20].  

Lastly, using the state estimation method, the violation of electrical constraints in the 

energized part of the system can be detected. However, it is also important to predict 

and foresee the possible violations that can occur if the restoration strategy is realized 

in the field. This approach prevents the application of an infeasible action set. During 
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the restoration, power flow analysis can be conducted for the whole system using 

pseudo injection measurements. Considering the size of the distribution systems, the 

power flow analysis should be efficient. As some of the buses are energized, pseudo 

injection measurements can be replaced with the injection measurement values 

estimated by the state estimation tool. Thus, it can be said that the reliability of the 

power flow analysis improves as the size of the energized section increases. To sum 

up, the power flow analysis and state estimation tool can be utilized together to detect 

both operational violations and predicted possible violations in the distribution 

system during restoration.  

1.2 Scope and Contribution of the Thesis 

In this thesis, topology, power flow, and state estimation analyses of the distribution 

network are studied to be employed in an online decision support mechanism to 

restore the network. While topology analysis aims to improve the computational time 

performance of the restoration, power flow and state estimation tools are developed 

to inspect the electrical constraints during the restoration and modify the restoration 

strategy if required. 

The restoration of the distribution network is studied in a multidisciplinary project 

funded by Scientific and Technological Research Council of Turkey under grant 

number TUBİTAK 118E183 where the scope of this thesis is to develop an efficient 

numeric algorithm to detect the ring structure to improve the computational 

performance of the restoration and to implement power flow, state estimation 

algorithms to consider electrical constraints throughout the restoration process. The 

restoration strategy is obtained using Markov Decision Process (MDP). The 

Detection of Ring Structure (DRS) method is employed in the partitioning method 

whereas power flow and state estimation algorithms are utilized in the situational 

awareness tool. Once the action sequence is obtained by MDP, the branches are 

energized step by step according to the proposed action sequence. The feasibility of 

each action set is validated using the power flow results, and state estimation is 
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utilized in the energized part to find system states, i.e., bus voltage magnitudes and 

phase angles using real-time measurements. The pseudo injection measurements of 

the energized part are updated using the results of state estimation. It is aimed to 

detect any possible violation of electrical constraints by running power flow at each 

step. On the other hand, state estimation results yield any violation of electrical 

constraints in the energized part. In the following sub-sections, the detailed literature 

survey and the scope of the proposed methods are presented.  

1.2.1 Detection of Ring Structure 

To improve the computational performance of the restoration process, the ring and 

radial structured buses are required to be detected. In this thesis, a novel numeric 

DRS method is presented. The proposed method aims to detect ring and radial 

structured buses in an efficient manner. Note that while the DRS stands for the 

classification of the buses into two main groups, namely ring structured and radial 

structured buses; Identification of Ring Structure (IRS) yields each independent ring 

structure and its elements. The performance of the proposed DRS method is further 

improved with a pre-process named strategical ordering. Furthermore, besides the 

restoration application, the proposed DRS method can also be employed in the IRS. 

Instead of utilizing graph based methods for the whole distribution system, only ring 

structured buses can be analyzed with graph theoretic methods to reduce the 

computational time significantly.  

The effect of the proposed DRS method in the restoration of sample systems is given 

in Chapter 5 as well as the computational performance results of the IRS method 

with/without DRS.  

1.2.2 Distribution System Power Flow 

The outcome of the restoration strategy is a set of actions that reveals the sequence 

and path of the buses to be energized. Once the restoration actions are obtained, they 
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require a feasibility check before the real-time operation takes place. Therefore, an 

efficient power flow analysis should be employed in the situational awareness tool 

during the restoration. The power flow analysis uses load and generation 

profiles/forecasts. Considering the load and generation profiles/forecasts are 

obtained for the single-phase equivalent model, power flow analysis is also 

developed for the single-phase equivalent model of the distribution network.  

There are various power flow analysis methods in the literature, namely Newton- 

Raphson (NR), Gauss-Seidel (GS), fast decoupled load flow (FDLF) [16], [21]. GS 

method is the most uncomplicated and authentic method whereas construction of 

Jacobian matrix at each iteration in the NR method causes computational burden. 

The convergence of the GS method is completely linear; however, the system size 

and the computational time are proportional to each other that is the increasing 

system size causes a poor convergence rate whereas the NR method has a 

convergence of quadratic type [22]. The distribution system falls in the category of 

ill-conditioned power systems due to the following features for the given flow 

analysis methods, and both NR and GS methods have convergence issues due to the 

ill-conditioned system [23].  

• Radial or weakly meshed networks 

• High R/X ratio 

• Unbalanced operation 

On the other hand, the forward-backward power flow (FBPF) is developed by 

W.H.Kersting [24] and R.Berg [25] to be utilized in the radial distribution systems. 

The approach, known as the modified Ladder iterative technique, involves forward 

and backward sweeps through the network using Kirchoff’s voltage and current laws. 

Moreover, J.H Teng [26] proposed the direct method (BIBC/BCBV matrix method) 

to improve the computational performance of FBPF where the methodology is the 

same; however, the data storage method is modified. Bus Injection to Branch Current 

(BIBC) and Branch Current to Bus Voltage (BCBV) matrices are utilized in the 

method where the flow analysis can be conducted without using the NR methods. 
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Among those methods, FBPF using BIBC/BCBV matrix method is employed in the 

situational awareness tool considering the radial structure and high R/X ratio of the 

distribution networks [27].  

Furthermore, under the assumption that DERs do not control the voltage, in other 

words, they operate with a constant power factor, DERs can be modeled as negative 

power demand loads. On the other hand, if a DER is the only source of an island 

operating part, it is expected to control the voltage.  

1.2.3 Distribution System State Estimation  

Once the restoration strategy is determined, the real-time operation takes place. The 

buses are energized according to the restoration action set. The energized section of 

the system requires a situational awareness tool that is capable of analyzing 

unbalanced measurements. Thereby, in this thesis, a three-phase Least Absolute 

Values (LAV) based state estimator is developed.  

The transmission network is known to have a balanced structure and loading whereas 

it is not guaranteed in the distribution system due to unbalanced loads, lack of 

transposition, and unbalanced structure [28]. Moreover, the proposed situational 

awareness tool is expected to be employed in the restoration of a distribution system 

exposed to a disaster. Therefore, the proposed estimator is required to be 

implemented using the three-phase model of the system to monitor the system 

accurately [29]. 

 Weighted Least Squares (WLS) is the most common method to be utilized in the 

transmission state estimation. However, it is vulnerable to bad data and it requires 

additional bad data detection and identification otherwise, the bad data can bias the 

estimator result significantly [30]. Considering the lack of observability of the 

distribution networks, pseudo injection measurements are commonly utilized to 

maintain full system observability. Thus, a robust estimator against bad data is 

essential to obtain accurate results considering there are unreliable pseudo injection 



 

 

11 

measurements in the system. LAV based state estimator automatically rejects bad 

data since it uses the minimum number of measurements which minimizes the error.    

1.2.4 Contribution of the Thesis 

The contributions of this thesis are listed as follows. 

• An efficient and novel numeric DRS method to improve the computational 

performance of the restoration process is proposed. Moreover, a pre-process, 

namely strategical ordering, is proposed to further improve the computational 

performance of the detection algorithm.  

• An efficient FBPF algorithm is implemented to obtain any possible violation 

of the given restoration path.  

• LAV based three-phase state estimation algorithm is implemented to obtain 

system states of the distribution network. Using the obtained system states, 

any violation of electrical constraints can be detected in the restored 

distribution network.  

• The performance of the state estimation is improved by partial linearization 

of the measurement functions.  

1.3 Thesis Outline 

In this thesis, the work is presented in six chapters. The structure of the thesis is given 

as follows.  

The first chapter is the introduction where the problem is defined, and the scope of 

this thesis is explained. Moreover, the literature review of the related works is 

provided, and the contributions of this study are itemized. To sum up, the research 

gap in the literature and how to address the gap are revealed in this chapter.  

The second chapter yields background information. Since this study employs a state 

estimator, the methodology of LAV based single-phase state estimation method is 
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summarized in this chapter. Similarly, the theoretic background of the Cholesky 

factorization is given in the second chapter since its modified version is employed in 

the proposed DRS method.  

The proposed DRS algorithm and situational awareness tool are given in Chapters 3 

and 4, respectively. In Chapter 3, the methodology of the proposed DRS method is 

explained, and additional usage of the method in the IRS is given. In Chapter 4, the 

developed power flow analysis and state estimation method to be utilized in 

situational awareness are explained. The methodology of the forward/backward 

power flow analysis and LAV based three-phase state estimation are given in this 

chapter. The details of the estimation method selection are also summarized in one 

sub-section.  

Chapter 5 includes the validation of the proposed methods. In the chapter, various 

test cases are included to compare the numeric results.  

In the conclusion which is the last chapter, the aim and success of this work are 

summarized. Also, future work to improve situational awareness further in the 

distribution network restoration is indicated.   
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CHAPTER 2  

2 BACKGROUND INFORMATION 

In Introduction Chapter, the restoration of the power system concept is presented. 

The main challenges of a restoration process are highlighted, then, the proposed 

methods to address those challenges are provided. While defining the problem, the 

literature survey is conducted to reveal the current status of power system restoration 

studies. Moreover, the literature review on detection of ring structures, distribution 

system power flow analysis, and state estimation are also included. The first chapter 

is concluded with the contribution of this thesis. 

This chapter introduces the technical background of the proposed algorithms to 

provide the audience a better understanding. The situational awareness tool requires 

a robust and efficient state estimator. The basic concept of state estimation in a power 

system is given in this chapter. In the following chapters, the estimator is 

computationally improved, and the three-phase model is utilized. The mathematical 

background of the estimation measurement function and LAV based optimization 

problem are explained in Chapter 2.1. Furthermore, in the proposed DRS method, a 

modified Cholesky factorization, namely incomplete Cholesky factorization is 

utilized. Thus, the basic concept of the Cholesky factorization is presented in Chapter 

2.2 so that the usage of incomplete Cholesky factorization in the DRS method can 

be followed easily.   

2.1 Least Absolute Values Estimation 

State estimation in the power system is firstly proposed by Fred Schweppe [31]–

[33]. The utilization of state estimation improved the capabilities of the SCADA, 

subsequently, Energy Management System (EMS) concept is revealed thanks to 



 

 

14 

online state estimation. Although recent studies cover dynamic estimators, the scope 

of this thesis is limited to static estimators which operate for a given time instant. 

There are various state estimation methods in the literature depending on the 

optimization objective. In this study, LAV based states estimation method is 

preferred, the details of the selection of this method will be investigated in the 

following chapters.  

LAV estimator obtains the system states namely, the magnitude of bus voltage and 

phase angle of bus voltages by utilizing real-time measurements. The measurements 

can be collected by either SCADA or PMU. PMU measurements are not taken into 

account in this study since the portion of PMU measurements is significantly low 

compared to SCADA measurements.  SCADA measurements can be active and 

reactive power injection measurements, power flow measurements, and voltage 

magnitude measurements.  

The basic operation of the transmission system state estimation is designed under 

certain assumptions [30]. The power system is assumed to be balanced, and it 

operates in steady state. Using the assumption, all system components and system 

states are modeled using the positive sequence model of the system. Furthermore, 

measurement errors are assumed to be independent, i.e., 𝐸{𝑒𝑖𝑒𝑗} = 0.  

The measurement model for the estimator is given in equation 2.1. 

 

 

𝑧 = [

𝑧1

𝑧2

⋮
𝑧𝑚

] =  [

ℎ1(𝑥1, 𝑥2, … , 𝑥𝑛)

ℎ2(𝑥1, 𝑥2, … , 𝑥𝑛)
⋮

ℎ𝑚(𝑥1, 𝑥2, … , 𝑥𝑛)

] + [

𝑒1

𝑒2

⋮
𝑒𝑚

] = ℎ(𝑥) + 𝑒 

 

(2.1) 

where, ℎ𝑖(𝑥) is the non-linear function relating measurement 𝑖 to the state vector 𝑥, 

𝑧 is the set of measurements, 𝑒 is the vector of measurement errors, and 𝑥 is the 

vector of system states. The size of 𝑧 vector is (𝑚𝑥1) where 𝑚 is the number of 

measurements and the size of 𝑥 vector is (𝑛𝑥1) where 𝑛 is the number of states.  
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The objective function of the LAV based estimation is given in equation 2.2. 

 

 minimize ∑|𝑟𝑖|

𝑚

𝑖=1

  
(2.2) 

 subject to    𝑧𝑖 = ℎ𝑖(𝑥) + 𝑟𝑖 ,         1 ≤ 𝑖 ≤ 𝑚 

 

where, 𝑟𝑖 is the residual of 𝑖𝑡ℎ measurement corresponding to the difference between 

the real value of the measurement and the estimated value of the measurement, i.e.,  

𝑟𝑖 = 𝑧𝑖 − ℎ(𝑥̂𝑖). If 𝑥0 is assumed to be the initial solution, first-order approximation 

of ℎ𝑖(𝑥
0) around 𝑥0 can be solved using a set of linear programming (LP) problems. 

Thus, the objective function is reorganized for the LP solution as shown in equation 

2.3. 

 

 
minimize ∑(𝑢𝑖

𝑘 + 𝑣𝑖
𝑘)

𝑚

𝑖=1

  

subject to 𝐻 ∙ ∆𝑥𝑢 − 𝐻 ∙ ∆𝑥𝑣 + 𝑢 − 𝑣 = ∆𝑧 

∆𝑥𝑢, ∆𝑥𝑣, 𝑢, 𝑣 ≥ 0 

(2.3) 

 where,  

∆𝑥 = ∆𝑥𝑢 − ∆𝑥𝑣  

𝑢𝑖
𝑘 − 𝑣𝑖

𝑘 = 𝑧 − ℎ(𝑥𝑘) − 𝐻(𝑥𝑘) ∙ ∆𝑥 = ∆𝑧𝑘 − 𝐻(𝑥𝑘) ∙ ∆𝑥𝑘, and it is equal to the 

measurement residual at the 𝑘𝑡ℎ iteration.   

Furthermore, the problem can be written as a standard LP problem as shown in 

equation 2.4. 
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minimize   𝑐𝑇 ∙ 𝑌 

subject to   𝐴 ∙ 𝑌 = 𝑏 

𝑌 ≥ 0 

(2.4) 

where, 

𝑐𝑇 = [0𝑛, 0𝑛, 1𝑚, 1𝑚],  

0𝑛 ∶ a zero vector of order 𝑛,  

1𝑚 ∶ a vector of order 𝑚, where all the entries are 1,  

𝑏 = ∆𝑧, 

𝑌𝑇 = [∆𝑥𝑢
𝑇 , ∆𝑥𝑣

𝑇 , 𝑢𝑇 , 𝑣𝑇], 

𝐴  = [ 𝐻, −𝐻, 𝐼𝑚, −𝐼𝑚], 

𝐼𝑚 ∶ an identity matrix of order 𝑚.  

To solve equation 2.4, a simplex based optimization algorithm is utilized. When |∆𝑥| 

becomes less than a predefined threshold value, the algorithm is said to be 

converged. To derive the measurement Jacobian matrix, 𝐻, firstly the measurement 

function,  ℎ(𝑥𝑘), should be obtained for each measurement type. The relation of the 

measurements with respect to the states is given in equations 2.5–2.8. 

 

 𝑃𝑖
 =   𝑉𝑖

 ∙ ∑ 𝑉𝑗
 ∙ (𝐺𝑖𝑗

 𝑐𝑜𝑠(𝜃𝑖𝑗
 ) + 𝐵𝑖𝑗

 𝑠𝑖𝑛(𝜃𝑖𝑗))

𝑗𝜖𝑁𝑖

 (2.5) 

 𝑄𝑖
 =  𝑉𝑖

 ∙ ∑ 𝑉𝑗
 ∙ (𝐺𝑖𝑗

 𝑠𝑖𝑛(𝜃𝑖𝑗) − 𝐵𝑖𝑗
 𝑐𝑜𝑠(𝜃𝑖𝑗))

𝑗𝜖𝑁𝑖

𝑌 ≥ 0 (2.6) 

 𝑃𝑖𝑗
 =  𝑉𝑖

2 ∙ (𝑔𝑠𝑖 + 𝑔𝑖𝑗) − 𝑉𝑖 ∙ 𝑉𝑗 ∙ (𝑔𝑖𝑗 ∙ 𝑐𝑜𝑠(𝜃𝑖𝑗) + 𝑏𝑖𝑗 ∙ 𝑠𝑖𝑛(𝜃𝑖𝑗)) (2.7) 

 𝑄𝑖𝑗
 = −𝑉𝑖

2 ∙ (𝑏𝑠𝑖 + 𝑏𝑖𝑗) − 𝑉𝑖 ∙ 𝑉𝑗 ∙ (𝑔𝑖𝑗 ∗ 𝑠𝑖𝑛(𝜃𝑖𝑗) − 𝑏𝑖𝑗 ∙ 𝑐𝑜𝑠(𝜃𝑖𝑗)) (2.8) 
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where, 

𝑉𝑖
 , 𝜃𝑖 : the voltage magnitude and phase angle at bus 𝑖 ,  

𝜃𝑖𝑗      : 𝜃𝑖 − 𝜃𝑗, 

𝐺𝑖𝑗 + 𝑗𝐵𝑖𝑗 :  𝑖𝑗𝑡ℎ element of the complex bus admittance matrix, 

𝑔𝑖𝑗 + 𝑗𝑏𝑖𝑗  : the admittance of the series branch connecting buses i and j,  

𝑔𝑠𝑖 + 𝑗𝑏𝑠𝑖  : the admittance of the shunt branch connected to bus i,  

𝑁𝑖 : the set of buses that are directly connected to bus i.  

The measurement Jacobian matrix, 𝐻, is formed using the derivatives of the 

measurement functions with respect to the system states. The structure of  𝐻 matrix 

is given in equation 2.9.  

 

 𝐻 = 

[
 
 
 
 
 
 
 
 
 
 

𝜕𝑃𝑖𝑛𝑗

𝜕𝜃

𝜕𝑃𝑖𝑛𝑗

𝜕𝑉
𝜕𝑃𝑓𝑙𝑜𝑤

𝜕𝜃

𝜕𝑃𝑓𝑙𝑜𝑤

𝜕𝑉
𝜕𝑄𝑖𝑛𝑗

𝜕𝜃

𝜕𝑄𝑖𝑛𝑗

𝜕𝑉
𝜕𝑄𝑓𝑙𝑜𝑤

𝜕𝜃

𝜕𝑄𝑓𝑙𝑜𝑤

𝜕𝑉

0
𝜕𝑉𝑚𝑎𝑔

𝜕𝑉 ]
 
 
 
 
 
 
 
 
 
 

 (2.9) 

   

The rows of the 𝐻 matrix represent measurements whereas the columns represent 

the system states. The formulations of the derivates are given as following.  
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•  Elements corresponding to real power injection measurements: 

 ∂𝑃𝑖

∂θ𝑖
= ∑𝑉𝑖

𝑁

𝑗=1

𝑉𝑗(−𝐺𝑖𝑗𝑠𝑖𝑛θ𝑖𝑗 + 𝐵𝑖𝑗𝑐𝑜𝑠θ𝑖𝑗) − 𝑉𝑖
2𝐵𝑖𝑖 

∂𝑃𝑖

∂θ𝑗
= 𝑉𝑖𝑉𝑗(𝐺𝑖𝑗𝑠𝑖𝑛θ𝑖𝑗 − 𝐵𝑖𝑗𝑐𝑜𝑠θ𝑖𝑗) 

∂𝑃𝑖

∂𝑉𝑖
= ∑𝑉𝑗(𝐺𝑖𝑗𝑐𝑜𝑠𝜃𝑖𝑗 + 𝐵𝑖𝑗𝑠𝑖𝑛𝜃𝑖𝑗)  + 𝑉𝑖𝐺𝑖𝑖 

𝑁

𝑗=1

 

𝜕𝑃𝑖

𝜕𝑉𝑗
= 𝑉𝑖(𝐺𝑖𝑗𝑐𝑜𝑠𝜃𝑖𝑗 + 𝐵𝑖𝑗𝑠𝑖𝑛𝜃𝑖𝑗) 

(2.10) 
 

• Elements corresponding to reactive power injection measurements: 

 𝜕𝑄𝑖

𝜕𝜃𝑖
= ∑𝑉𝑖

𝑁

𝑗=1

𝑉𝑗(𝐺𝑖𝑗𝑐𝑜𝑠𝜃𝑖𝑗 + 𝐵𝑖𝑗𝑠𝑖𝑛𝜃𝑖𝑗) − 𝑉𝑖
2𝐺𝑖𝑖 

𝜕𝑄𝑖

𝜕𝜃𝑗
= 𝑉𝑖𝑉𝑗(−𝐺𝑖𝑗𝑐𝑜𝑠𝜃𝑖𝑗 − 𝐵𝑖𝑗𝑠𝑖𝑛𝜃𝑖𝑗) 

𝜕𝑄𝑖

𝜕𝑉𝑖
= ∑𝑉𝑖

𝑁

𝑗=1

𝑉𝑗(𝐺𝑖𝑗𝑐𝑜𝑠𝜃𝑖𝑗 + 𝐵𝑖𝑗𝑐𝑜𝑠𝜃𝑖𝑗) − 𝑉𝑖𝐵𝑖𝑖 

∂𝑄𝑖

∂𝑉𝑗
= 𝑉𝑖𝑉𝑗(−𝐺𝑖𝑗𝑐𝑜𝑠θ𝑖𝑗 − 𝐵𝑖𝑗𝑠𝑖𝑛θ𝑖𝑗) 

(2.11) 
 

 

• Elements corresponding to real power flow measurements: 

 ∂𝑃𝑖𝑗

∂θ𝑖
= 𝑉𝑖𝑉𝑗(𝑔𝑖𝑗𝑠𝑖𝑛θ𝑖𝑗 − 𝑏𝑖𝑗𝑐𝑜𝑠θ𝑖𝑗) 

∂𝑃𝑖𝑗

∂θ𝑗
= −𝑉𝑖𝑉𝑗(𝑔𝑖𝑗𝑠𝑖𝑛θ𝑖𝑗 − 𝑏𝑖𝑗𝑐𝑜𝑠θ𝑖𝑗) 

𝜕𝑃𝑖𝑗

𝜕𝑉𝑖
= −𝑉𝑗(𝑔𝑖𝑗𝑐𝑜𝑠𝜃𝑖𝑗 + 𝑏𝑖𝑗𝑠𝑖𝑛𝜃𝑖𝑗) + 2(𝑔𝑖𝑗 + 𝑔𝑠𝑖)𝑉𝑖 

𝜕𝑃𝑖𝑗

𝜕𝑉𝑗
= −𝑉𝑖(𝑔𝑖𝑗𝑐𝑜𝑠𝜃𝑖𝑗 + 𝑏𝑖𝑗𝑠𝑖𝑛𝜃𝑖𝑗) 

(2.12) 
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• Elements corresponding to reactive power flow measurements: 

 𝜕𝑄𝑖𝑗

𝜕𝜃𝑖
= −𝑉𝑖𝑉𝑗(𝑔𝑖𝑗𝑐𝑜𝑠𝜃𝑖𝑗 + 𝑏𝑖𝑗𝑠𝑖𝑛𝜃𝑖𝑗) 

𝜕𝑄𝑖𝑗

𝜕𝜃𝑗
= 𝑉𝑖𝑉𝑗(𝑔𝑖𝑗𝑐𝑜𝑠𝜃𝑖𝑗 + 𝑏𝑖𝑗𝑠𝑖𝑛𝜃𝑖𝑗) 

𝜕𝑄𝑖𝑗

𝜕𝑉𝑖
= −𝑉𝑖(𝑔𝑖𝑗𝑠𝑖𝑛𝜃𝑖𝑗 − 𝑏𝑖𝑗𝑐𝑜𝑠𝜃𝑖𝑗) − 2𝑉𝑖(𝑏𝑖𝑗 + 𝑏𝑠𝑖) 

𝜕𝑄𝑖𝑗

𝜕𝑉𝑗
= −𝑉𝑖(𝑔𝑖𝑗𝑠𝑖𝑛𝜃𝑖𝑗 − 𝑏𝑖𝑗𝑐𝑜𝑠𝜃𝑖𝑗) 

(2.13) 

• Elements corresponding to voltage magnitude measurements: 

 𝜕𝑉𝑖

𝜕𝑉𝑖
 = 1,

𝜕𝑉𝑖

𝜕𝑉𝑗
= 0,

𝜕𝑉𝑖

𝜕𝜃𝑖
= 0,

𝜕𝑉𝑖

𝜕𝜃𝑗
= 0 (2.14) 

 

2.2 Cholesky Factorization 

The Cholesky factorization is a particular form of factorization. It is utilized to 

decompose a symmetrical and positive definite matrix into the product of a lower 

triangular matrix and its conjugate transpose [34]. If 𝐴 is positive definite 𝑛 𝑥 𝑛 

matrix, it can be decomposed as shown in equation 2.15.  

 

 

𝐴 = [
𝑑1 𝑎1

𝑇

𝑎1 𝐵1
′ ] =  [

√𝑑1 0
𝑎1

√𝑑1

𝐼𝑛−1
] ∙ [

1 0

0 𝐵1
′ −

𝑎1 ∗ 𝑎1
𝑇

𝑑1

] ∙ [
√𝑑1

𝑎1
𝑇

√𝑑1

0 𝐼𝑛−1

] (2.15) 

where; 

𝐴 = 𝐿1 ∙ 𝐴1 ∙ 𝐿1
𝑇 

𝐴1 = [
1 0
0 𝐵1

] 
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Following the same procedure, 𝐴1 can be also decomposed into  𝐴1 = 𝐿2 ∗ 𝐴2 ∗ 𝐿2
𝑇  

and at the 𝑛𝑡ℎ step, 𝐴𝑛 will be equal to 𝐿𝑛 ∗ 𝐼 ∗ 𝐿𝑛
𝑇 . Thus, 𝐴 matrix can be 

decomposed into a lower triangular matrix and its transpose as shown in equation 

2.16.  

 

 𝐴 = 𝐿1 ∙ 𝐿2  … 𝐿𝑛 ∙ 𝐼 ∙ 𝐿𝑛
𝑇  … 𝐿2

𝑇 ∙  𝐿1
𝑇 = 𝐿 ∙ 𝐿𝑇 (2.16) 

The basic algorithm to obtain the upper triangular matrix is given in Algorithm 1 

where n is the column number of 𝐴 matrix.  

 

Algorithm 1 Cholesky Decomposition 

1: 𝒇𝒐𝒓 𝑗 = 1: 𝑛 

2:  𝒇𝒐𝒓 𝑖 = 1: (𝑗 − 1) 

3:  𝑅𝑖𝑗 = (𝐴𝑖𝑗 − ∑ 𝑅𝑘𝑖 ∙ 𝑅𝑘𝑗  
𝑖−1
𝑘=1  ) /𝑅𝑖𝑖 

4: 𝒆𝒏𝒅 

5: 𝑅𝑗𝑗  = (𝐴𝑗𝑗 − ∑ 𝑅𝑘𝑗
2  

𝑗−1
𝑘=1 )

½
 

6: 𝒆𝒏𝒅 

 

The resultant matrix, 𝑅 , is the upper triangular matrix. Thus, the original matrix 𝐴 

can be obtained using equation 2.17.  

 

  𝐴 = 𝑅𝑇 ∙ 𝑅  (2.17) 
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CHAPTER 3  

3 PARTITIONING OF THE DISTRIBUTION SYSTEM TOPOLOGY 

In Chapter 2, the theoretical background of the proposed methods is provided. Apart 

from the concept of state estimation in power systems, the algorithm of Cholesky 

factorization is presented in the chapter. In the third chapter of this thesis, a novel 

method to partition the distribution system is given where the partitioning is 

accomplished by detecting the ring and radial structures using incomplete Cholesky 

decomposition.  

Restoration of a distribution system requires an efficient decision support 

mechanism and an accurate real-time operation. The proposed efficient partition 

method improves the computational performance of the decision making procedure 

of restoration. 

 

 

Figure 3.1. Flow diagram of the DRS method. 

 

The proposed method detects the radial structures in two steps. While strategical 

ordering detects the radial structures incident to a leaf node, the result of the 

factorization yields the remaining radial structures. In the flow chart given in Figure 

3.1, (*) corresponds to the radial structure incident to a leaf node while (**) 

represents the radial structures whose both ends are incident to either a ring structure 
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or transmission network. A leaf node can be defined as a bus connected with only 

one branch. The details of those 2 types of radial structures are given in Chapter 

3.1.1.  

While the restoration strategy for a fully radial structure is straightforward such that 

the buses are energized in a sequential order starting from the source side, the 

possible restoration actions increase exponentially in the meshed structure due to the 

combinatorial possibilities of the restoration path. In other words, while there is only 

one restoration path for a fully radial structure, each ring structure contributes a 

combinatorial possibility. Therefore, the radial structured part which is the majority 

of the system can be processed separately in restoration decision making by 

partitioning the system into ring and radial structured parts using the proposed 

numeric DRS algorithm. To do so, as shown in Figure 3.1, firstly a Jacobian matrix 

is formed where measurements are power injections of the buses and states are the 

line flows. Then, a pre-process, namely strategical ordering is employed to detect the 

leaf branches with no connection to the transmission network. The remaining radial 

structures are obtained by analyzing linear dependency of the Jacobian matrix where 

computationally fast incomplete Cholesky method is employed to conduct the 

analysis. Finally, ring structured branches are detected by decomposing the Jacobian 

matrix, and radial structured branches are detected by unifying the results of 

factorization and strategical ordering. The details of the proposed method are 

explained in the following sub-sections in detail.  

3.1 Detection of Ring Structure 

To detect the ring structures in a power network, there are numerous methods where 

graph based methods are employed recurrently [35]–[37]. As the size of the 

distribution systems increases, the utilization of those methods becomes infeasible 

to analyze the system in a reasonable time. Thus, a novel numerical method is 

proposed in this study to address the computational challenge. The proposed method 

includes a pre-process, namely strategical ordering, to further improve the 
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computational performance. Note that the aim of this numeric method is neither to 

obtain the number of the rings nor the bus list of each ring structure. The aim is to 

divide the buses into two categories, radial structured buses and ring structured 

buses.  

The numeric method is developed based on the state estimation concept. Consider a 

distribution system with no interruption, such that all customers receive power. 

Assume that all the lines are energized, i.e., there are no open lines, and all tie-lines 

are closed. Provided that each bus has an injection measurement, the relation 

between injection measurements and line flows can be formulated as shown in 

equation 3.1.   

 z  =  H ⋅  x +  e (3.1) 

 𝑥̂  =  (𝐻𝑇 ∙ 𝐻)−1 ⋅  𝐻𝑇 ⋅ 𝑧  (3.2) 

where, 

𝑧 ∶  measurement vector (𝑛 × 1), 

𝑥 ∶  system true state vector (𝑏 × 1), where the states are the line flows, 

𝑒 ∶  measurement error vector (𝑛 × 1), 

𝑥̂ ∶  estimated system states vector (𝑏 × 1), 

𝐻 ∶ Jacobian matrix (𝑛 × 𝑏), 

𝑛 ∶  number of buses, 

𝑏 ∶  number of branches. 

Unique calculation of the line flow in equation 3.2 implies that the status of that line 

can be known uniquely. Using this information, the gain matrix,  𝐺𝑠𝑦𝑠 = (𝐻𝑇 ∙ 𝐻) is 

investigated to reveal the uniquely identifiable branch status.  
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If there is a virtual power injection measurement at each bus and there is no line flow 

measurement as mentioned, the branches corresponding to the linearly dependent 

rows of the 𝐺𝑠𝑦𝑠 matrix constitute a ring structure. In a fully radial system, it is 

expected to identify all the branch status uniquely since all rows of the 𝐺𝑠𝑦𝑠 matrix 

are linearly independent.  

To obtain linearly dependent rows of 𝐺𝑠𝑦𝑠 matrix, row reduced echelon form of the 

matrix can be calculated. However, considering the size of the gain matrix due to the 

great number of buses in the distribution system, this process can be inefficient to be 

utilized in the real-time application. Instead of the row reduced echelon form, 

detection of linearly dependent/independent rows of 𝐺𝑠𝑦𝑠 matrix is accomplished by 

a novel numeric method to reduce the computational time significantly. Moreover, 

strategical ordering is utilized to pre-process the 𝐺𝑠𝑦𝑠 matrix to improve the 

performance further.  

 

 

(a)     (b) 

Figure 3.2. Sample Systems in (a) Radial and (b) Ring Structured Topology. 

 

To better illustrate the relation between linearly dependent rows of 𝐺𝑠𝑦𝑠 matrix and 

branches that are constituting a ring structure, two sample systems are given in 
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Figure 3.2. In Figure 3.2a, a three bus fully radial system is shown where the injection 

measurement at the leaf node is equal to the power flow measurement incident to the 

node. The corresponding Jacobian matrix, 𝐻𝑟𝑎𝑑, is given in equation 3.3. Thus, the 

rows of 𝐺𝑟𝑎𝑑 matrix is expected to be linearly independent where 𝐺𝑟𝑎𝑑 = (𝐻𝑟𝑎𝑑
𝑇 ∙

𝐻𝑟𝑎𝑑).  

The row reduced echelon form of the 𝐺𝑟𝑎𝑑 matrix yields identity matrix as expected. 

On the other hand, row reduced echelon form of the 𝐺𝑟𝑖𝑛𝑔 = (𝐻𝑟𝑖𝑛𝑔
𝑇 ∙ 𝐻𝑟𝑖𝑛𝑔) proves 

that the rows of 𝐺𝑟𝑖𝑛𝑔  are linearly dependent where 𝐻𝑟𝑖𝑛𝑔 corresponds to the system 

given in Figure 3.2b.  

 

 
𝐻𝑟𝑎𝑑 = [

   1    0
−1    1
   0 −1

],    𝐻𝑟𝑖𝑛𝑔 = [
   1    0    1
−1    1    0
   0 −1 −1

] (3.3) 

   

 𝑟𝑟𝑒𝑓(𝐺𝑟𝑎𝑑) =  [
1 0
0 1

] (3.4) 

  
 

 
𝑟𝑟𝑒𝑓(𝐺𝑟𝑖𝑛𝑔) =  [

1 0 1
0 1 1
0 0 0

] (3.5) 

 

3.1.1  Strategical Ordering 

The main aim of developing a novel DRS method is to reduce computational burden 

as the proposed method is utilized in a real-time application. Thus, a pre-process 

namely, strategical ordering, is proposed in this study to further reduce the 

computational time.   

Using strategical ordering, the radial structures containing a leaf node are detected 

with a computationally cheap matrix re-ordering operation. However, after those 
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radial structures are detected, there are still radial structures whose both ends are 

incident to either a ring structure or transmission network. Thereby, incomplete 

Cholesky is employed to detect the remaining radial structures after strategical 

ordering is executed. To better illustrate the difference between those two types of 

radial structures, Figure 3.3 can be investigated. If the switch connected to Bus 8 is 

assumed to be closed, Branches 5 and 6 constitute a radial structure containing a leaf 

node (Bus 6), and this structure is expected to be detected using strategical ordering. 

On the other hand, Branches 4 and 7 constitute a radial structure whose both ends 

are connected to a ring structure, and this time incomplete Cholesky factorization 

will be employed to detect those branches.  

Strategical ordering is performed while forming the corresponding Jacobian matrix 

of the system. The rows of 𝐻 matrix represent the bus injection measurements 

whereas the columns represent the flow measurements. Then, the rows representing 

the power injection measurements of the leaf buses have only one non-zero value in 

the corresponding rows while all the other rows contain more than one non-zero 

value. If one re-order the rows and columns of the 𝐻 matrix, 𝐻 matrix can be 

partitioned into four sub-matrices as shown in equation 3.6. The buses represented 

by the identity matrix correspond to the leaf nodes whose rows contain only one non-

zero term.   

 

𝐻 = [
𝐼 0
𝑌 𝐻𝑒𝑛

] (3.6) 

 

To further simplify the process, non-zero elements of 𝑌 sub-matrix can be replaced 

by zeros trivially since 𝑌 matrix is a linear combination of the identity matrix. Once 

𝑌 sub-matrix is replaced with zero matrix, there may be some rows with only one 

non-zero value in the 𝐻𝑒𝑛 sub-matrix. If 𝐻𝑒𝑛 is re-ordered, some of the buses can be 

represented inside the identity matrix. This iterative process is repeated until there is 
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no row containing only one non-zero term in the 𝐻𝑒𝑛 sub-matrix. This process 

ensures that the branches incident to the leaf nodes will not be further analyzed. Note 

that this pre-process is not a trace algorithm rather it is simply re-ordering of 𝐻 

matrix.   

Consider the system given in Figure 3.3 where all the lines are closed, and all the 

buses are energized. Assuming there is a virtual power injection measurement at each 

bus, the strategical ordering can be utilized in the given sample system. The power 

equations for the given system are given in equations 3.7-3.11.  

 

 

Figure 3.3. Sample 5 bus system 

 

𝑃1 = 𝑃21 − 𝑃15 (3.7) 

𝑃2 = 𝑃42  + 𝑃32 − 𝑃21 (3.8) 

𝑃3 = 𝑃43 − 𝑃32 (3.9) 

𝑃4 = −𝑃42 − 𝑃43 (3.10) 

𝑃5 = 𝑃15 (3.11) 
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In equation 3.13, the 𝐻 matrix is formed for the virtual power injection measurement 

at Bus-1 where the states are line flows and measurements are the virtual power 

injection measurements. The state vector is also given in equation 3.12.  

 

𝑥 =  [𝑃21 𝑃43 𝑃42 𝑃32 𝑃15] (3.12) 

  

 

                     𝐻 =                  

 𝑃21 𝑃43 𝑃42 𝑃32 𝑃15 

𝑃1 1 0 0 0 -1 

 

(3.13) 

 

The 𝑃2, 𝑃3, 𝑃4 measurements are also included in the 𝐻 matrix, respectively in 

equations 3.14, 3.15, 3.16.  

 

 

 

                      𝐻 =                  

 𝑃21 𝑃43 𝑃42 𝑃32 𝑃15 

𝑃1 1 0 0 0 -1 

𝑃2 -1 0 1 1 0 

 

(3.14) 

 

 
 

 

 

                      𝐻 =                  

 𝑃21 𝑃43 𝑃42 𝑃32 𝑃15 

𝑃1 1 0 0 0 -1 

𝑃2 -1 0 1 1 0 

𝑃3 0 1 0 -1 0 

 

(3.15) 
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                      𝐻 =                  

 𝑃21 𝑃43 𝑃42 𝑃32 𝑃15 

𝑃1 1 0 0 0 -1 

𝑃2 -1 0 1 1 0 

𝑃3 0 1 0 -1 0 

𝑃4 0 -1 -1 0 0 

 

(3.16) 

 

Finally, when 𝑃5 is included in the 𝐻 matrix, the corresponding row of the 𝑃5 

measurement has only one non-zero term since the power flow of the leaf bus is 

equal to the power injection measurement.  

 

 

 

               

                     𝐻 =                  

 𝑃21 𝑃43 𝑃42 𝑃32 𝑃15 

𝑃1 1 0 0 0 -1 

𝑃2 -1 0 1 1 0 

𝑃3 0 1 0 -1 0 

𝑃4 0 -1 -1 0 0 

𝑃5 0 0 0 0 1 

 

(3.17) 

 

As the strategical ordering proposes, the matrix should be re-ordered to obtain the 

structure given in equation 3.6. The ordering of the state vector is modified as shown 

in equation 3.18, and the corresponding rows of 𝑃1 and 𝑃5 are replaced. Then, the re-

ordered 𝐻 matrix is shown in equation 3.19 where the size of the identity matrix is 

(1 × 1), and the 𝑌 sub-matrix is highlighted. Since 𝑌 matrix is a linear combination 

of the identity matrix, non-zero elements of 𝑌 sub-matrix can be replaced by zeros 

trivially.  

𝑥 =  [𝑃15 𝑃43 𝑃42 𝑃32 𝑃21] (3.18) 
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                     𝐻 =                  

 𝑃15 𝑃43 𝑃42 𝑃32 𝑃21 

𝑃5 1 0 0 0 0 

𝑃2 0 0 1 1 -1 

𝑃3 0 1 0 -1 0 

𝑃4 0 -1 -1 0 0 

𝑃1 -1 0 0 0 1 

 

(3.19) 

 

The result of the first iteration of re-ordering yields another row with only one non-

zero value considering 𝑌 sub-matrix is replaced with a zero matrix. The row 

corresponding to the 𝑃1 measurement is now replaced with the row of 𝑃2, and  

𝑃21 line flow is replaced with 𝑃43. As a result, the matrix shown in equation 3.20 is 

obtained where the identity matrix is (2 × 2). Although the 𝑌 sub-matrix is replaced 

with a zero matrix, there is no row containing only one non-zero term in the 

remaining part. The result of the strategical ordering for the 5 bus sample system 

yields branches between Bus 1-5 and Bus 1-2 form a radial structure containing a 

leaf node.     

 

 

 

               

                     𝐻 =                  

 𝑃15 𝑃21 𝑃42 𝑃32 𝑃43 

𝑃5 1 0 0 0 0 

𝑃1 0 1 0 0 0 

𝑃3 0 0 0 -1 1 

𝑃4 0 0 -1 0 -1 

𝑃2 0 -1 1 1 0 

(3.20) 

 

The branches represented by the identity matrix are said to be radial since the 

corresponding sub-matrix in the 𝐺𝑠𝑦𝑠
  matrix is also an identity matrix that is linearly 

independent trivially as shown in equation 3.21. Only 𝐺𝑒𝑛 = (𝐻𝑒𝑛
𝑇 ∙ 𝐻𝑒𝑛) will be 
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investigated to obtain linearly dependent rows corresponding to the branches that are 

constituting ring structure.  

 

𝐺𝑠𝑦𝑠 = 𝐻𝑇 ∙ 𝐻 =  [
𝐼 0
0 𝐻𝑒𝑛

𝑇 ] ∙ [
𝐼 0
0 𝐻𝑒𝑛

] =  [
𝐼 0
0 𝐻𝑒𝑛

𝑇 ∙ 𝐻𝑒𝑛
] (3.21) 

  

Although row reduced echelon form of 𝐺𝑒𝑛 yields linear dependency of the rows, 

incomplete Cholesky factorization will be utilized considering computational 

performance. The comparison of those two methods is presented in Chapter 5.  

3.1.2 Incomplete Cholesky Factorization  

In Chapter 2.2, the methodology of Cholesky factorization is explained. If a matrix 

is singular, i.e., not full ranked, the Cholesky method fails to converge. In the 

proposed DRS method, it is expected to have singular 𝐺𝑒𝑛 matrix if there is at least 

one ring structure in the system. Therefore, the incomplete Cholesky method is 

utilized to obtain linearly dependent/independent rows of 𝐺𝑒𝑛 matrix.  

As mentioned earlier, the branches represented inside the identity matrix are already 

marked as radial. Thus, only 𝐺𝑒𝑛 will be investigated, where the relation between 

power injection measurements and line flows is given in equation 3.22. Moreover, 

the line flows, and hence switch status of the branches can be estimated as given in 

equation 3.24.  

 

 zen   =  Hen  ⋅  xen  +  een (3.22) 

 (𝐻𝑇 ∙ 𝐻) ∙ 𝑥̂𝑒𝑛  =  𝐻𝑒𝑛
𝑇 ⋅ 𝑧𝑒𝑛  (3.23) 

 𝐺𝑒𝑛 ∙ 𝑥̂𝑒𝑛 = 𝑡𝑒𝑛 (3.24) 

 



 

 

32 

Assume that zen is a vector of zeros. If the 𝐺𝑒𝑛 is non-singular, such that all branch 

status can be identified uniquely, the state vector, 𝑥𝑒𝑛 will also be a vector of zeros 

trivially. If 𝐺𝑒𝑛 is singular, i.e., the status of some branches is not uniquely 

identifiable, then one will encounter zero-pivots during the Cholesky factorization 

of 𝐺𝑒𝑛. The presence of those zero-pivots disables factorization. As stated by the 

incomplete Cholesky factorization, when a zero pivot encountered, it will be 

replaced by 1, and the corresponding entry of 𝑡𝑒𝑛 vector will be assigned an integer 

number in increasing order and starting at 1 [30]. At the end of the incomplete 

Cholesky factorization, an updated non-singular gain matrix, 𝐺𝑒𝑛
′  and the updated 

𝑡𝑒𝑛
′  will be obtained. Equation 3.24 will be solved using 𝐺𝑒𝑛

′  and 𝑡𝑒𝑛
′ . In the end, the 

non-zero entries of 𝑥̂𝑒𝑛 reveals the branches whose status cannot be identified 

uniquely, and hence constitutes a ring in the topology. Algorithm 2 presents the 

proposed algorithm. 

Note that, at this stage, the proposed method aims to determine the branches that 

form a ring. Those rings are not identified, and identification of each ring is out of 

the scope of the restoration process. However, the contribution of the proposed DRS 

method in the IRS is given in Chapter 3.2 as a side contribution of this work. 
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Algorithm 2 Detection of Ring Structure 

  1:  Form 𝐻 matrix and obtain 𝐻𝑒𝑛 by re-ordering   

  2:  𝐺𝑒𝑛 = 𝐻𝑒𝑛
𝑇 ∙ 𝐻𝑒𝑛  

  3:  𝑡𝑒𝑛
′ = 𝑧𝑒𝑟𝑜𝑠(#𝑠𝑡𝑎𝑡𝑒𝑠)   

  4:  𝑝𝑖𝑣𝑜𝑡𝑠, 𝐺𝑒𝑛
′ = 𝑖𝑛𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒. 𝑐ℎ𝑜𝑙𝑒𝑠𝑘𝑦(𝐺𝑒𝑛)  

  5:  𝑐𝑜𝑢𝑛𝑡𝑒𝑟 = 1 

  6:         𝒇𝒐𝒓 𝑒𝑎𝑐ℎ 𝑝𝑖𝑣𝑜𝑡 𝒅𝒐  

  7:  𝒊𝒇 𝑝𝑖𝑣𝑜𝑡. 𝑣𝑎𝑙𝑢𝑒 == 0 𝒕𝒉𝒆𝒏 

  8:                                𝒕𝒆𝒏
′ (𝑝𝑖𝑣𝑜𝑡 . 𝑖𝑛𝑑𝑒𝑥) = 𝑐𝑜𝑢𝑛𝑡𝑒𝑟 

  9:                                counter = counter +1  

10:             𝒆𝒏𝒅 

11:        𝒆𝒏𝒅 

12:  𝑥̂ = 𝑖𝑛𝑣(𝐺𝑒𝑛
′ ) ∙ 𝑡𝑒𝑛

′   

13:  ring structured branches = corresponding non-zero entries of 𝑥̂ 

14:  radial structured branches = corresponding zero entries of 𝑥̂ 

 

 

3.1.3 Application on Three Bus Sample System 

To better illustrate the methodology, the proposed method is employed at a sample 

system shown in Figure 3.4. The branches and buses are shown in red and black 

numbers, respectively. Bus 1 is connected to the transmission network and, Bus 8 is 

connected to the transmission network via a switch.  
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When the switch is open, branches 1,2,3 constitute a ring structure, and branches 

8,9,10 constitute another ring structure. If the switch is closed, branches 

1,2,3,4,7,8,9,10 are revealed as ring operating branches assuming transmission 

connections are infinite sources.  

Case 1: When the switch is open, the Jacobian matrix, 𝐻, corresponding to the 

current system is given in equation 3.25. As explained in Section 3.1.1, before 

employing incomplete Cholesky decomposition, strategical ordering is utilized. 

According to the strategical ordering, row 6 which contains only one non-zero term 

is replaced by row 1 and column 6 is replaced by column 1. As mentioned earlier, 

non-zero term at 𝐻′(5,1) can be replaced with zero as it is a linear combination of 

the first row. Thus, row 5 now has only one non-zero term which can be moved to 

the identity matrix by re-ordering again. In this way, 𝐻’’ matrix given in equation 

3.27 is obtained which is composed of 𝐼 (2 × 2), 0(7 × 2), 0(2 × 7), 𝐻𝑒𝑛 
(7 × 8)  

sub-matrices. 𝐻𝑒𝑛 
(7 × 8)   sub-matrix is highlighted in a green rectangular shape in 

equation 3.27.  

 

 

 

 

(3.25) 
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(3.26) 

 

 

 

(3.27) 

 

The strategical ordering trivially reveals that branches 5 and 6 are radial structures 

with no transmission network connections. The remaining components form 

𝐺𝑒𝑛(8 × 8 ) = 𝐻𝑒𝑛
𝑇 (8 × 7 ) ∙ 𝐻𝑒𝑛(7 × 8 ). Incomplete Cholesky factorization 

explained in Chapter 3.1.2 now can be employed to decompose 𝐺𝑒𝑛. 𝐿′𝑒𝑛 is obtained 

by factorizing 𝐺𝑒𝑛 where zero pivots are changed to 1, and 𝑡′𝑒𝑛 vector is modified as 

shown in equation 3.28-3.29.  
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(3.28) 

 

 

(3.29) 

 

Solving equation 3.24 by means of the incomplete Cholesky factorization will yield 

the 𝑥̂𝑒𝑛 = 𝑖𝑛𝑣(𝐺𝑒𝑛
′ ) ∙ 𝑡𝑒𝑛

′ . As shown in equation 3.30, the values correspond to 

Branches 4 and 7 are zero, all other values are non-zero. Branches 5 and 6 are already 

marked as radial in the strategical ordering process, and as a result, all the radial 

branches are detected. For the given system, the numeric approach may not be 

advantageous over graph based search algorithms however, the proposed method 

provides significant improvement of computational performance for the real-life 

systems with thousands of buses. The result and comparison of the proposed method 

are discussed in Chapter 5.  

 

 

 

(3.30) 

 

Case 2: When the switch connected to Bus 8 is closed in Figure 3.4, Bus 1 and Bus 

8 are assumed to be connected to an infinite feeder. In this configuration, only 

Branches 5 and 6 are found to be radial. Those branches are detected and removed 
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in the strategical ordering. The resultant 𝑥̂𝑒𝑛 is full of non-zero values in this case 

since all the remaining branches constitute a ring.  

3.2 Identification of Ring Structure 

The proposed DRS method classifies all the buses under two main groups, namely 

radial structured buses and ring structured buses. In this sub-section, the effect of the 

proposed DRS method on the identification of the ring structure, IRS, is given. IRS 

is the process where each ring structure is detected, and the buses forming each ring 

structure are identified.  

Although distribution systems operate in radial structure, there might be ring 

structured operating buses in practical applications. With the recent developments in 

renewable resources, the real-time monitoring of the distribution system, hence, 

identification of the system topology gains significant importance. IRS is a key tool 

for observability and identifiability analysis of distribution systems.   

 

 

Figure 3.5. Flow diagram of IRS method. 

 

A minimum cycle basis (MCB) algorithm can be used to identify the ring structures 

in a system as shown in Figure 3.5. MCB is a graph based method that is 

computationally expensive, and not feasible to be utilized in large distribution 

systems. Although there are applications that are utilized in the distribution systems 

with tens of buses, studies based on partitioning of the distribution system with 

thousands of buses are not present in the literature [13], [35]–[37]. Furthermore, the 

majority of the buses in a distribution system are radial operating buses. Thus, the 



 

 

39 

computational performance of the IRS can be significantly improved by utilizing the 

MCB algorithm to only the ring structured buses where the radial structured buses 

are eliminated using the proposed DRS method. In other words, instead of utilizing 

the MCB algorithm to the whole distribution system, it is applied to the ring 

structured buses which are detected by the proposed DRS method. Since the number 

of ring structured buses is limited, the computational time is reduced significantly.  

The improvement in the performance of IRS is given in Chapter 5.  

3.3 Chapter Summary 

In this chapter, the detection of ring structure is explained in detail. The aim of the 

proposed method and its contribution to the distribution system restoration are 

presented at the beginning of the chapter. Then, the algorithm of the proposed novel 

partitioning method is provided in Chapter 3.1. The details of strategical ordering, 

incomplete Cholesky method, and application on a sample system are also given in 

this chapter. Lastly, although it is not utilized in the proposed methods, the effect of 

the DRS method in the IRS is given as a side contribution of this thesis. In other 

words, IRS is not required in the proposed methods, however, identifying the ring 

structures is required in some applications where it is significantly improved with 

the proposed DRS method.  
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CHAPTER 4  

4 SITUATIONAL AWARENESS FOR DISTRIBUTION SYSTEM        

RESTORATION 

In Chapter 3, the proposed partitioning algorithm is presented. The restoration 

strategy can be developed for ring and radial structured parts separately using the 

given novel partition method. The proposed method given in Chapter 3 improves the 

computational time of the decision support mechanism significantly. In this chapter, 

the improvement in the situational awareness is provided. In Chapter 4 of this thesis, 

LAV based state estimator and FBPF analysis which are employed in the situational 

awareness tool are presented.  

The situational awareness tool is developed to be utilized in the distribution system 

restoration. The reason for using those two tools together can be explained using the 

flow chart given in Figure 4.1. As seen in the figure, once the restoration strategy is 

determined, the buses are energized according to the restoration action set in real-

time operation. The real-time measurements are gathered from the field, and the 

developed three-phase estimator estimates the system states. Then, FBPF analysis is 

executed for the whole system to detect any predicted possible violation. Note that 

initial power injection measurements are load and generation forecasts/profiles 

which are unreliable. The unreliable power injection measurements are updated for 

the energized part using state estimation results to improve the accuracy of the 

injection measurements. Unless there is a violation of electrical constraints in the 

energized section or a predicted possible violation in the un-energized section, the 

next action is realized. If there is a violation, firstly electrical constraints are flexed 

such that the permissible voltage magnitude limits are extended to 0.9 𝑝𝑢 and 1.1 𝑝𝑢 

instead of original limits of 0.95 𝑝𝑢 and 1.05 𝑝𝑢. If the obtained voltage magnitude 

values are still out of the limits, the given action set is marked as infeasible, and an 
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updated restoration strategy is synthesized considering the infeasible actions. When 

all the actions in the action set are realized, the restoration is said to be completed. 

The state estimation tool makes the situational awareness capable of processing real-

time measurements and updating biased power injection measurements whereas the 

developed power flow algorithm analyzes the system states of the buses to be 

energized according to the action set in a fast manner.   

4.1 Forward/Backward Power Flow 

The power flow analysis aims to detect any possible violation of electrical constraints 

in the distribution system during the restoration. This analysis uses load and 

generation forecasts/profiles of the buses to be energized. If an action set causes the 

violation of electrical constraints, firstly the constraints are flexed, and if the 

violation continues, the action set is marked as infeasible.  

Among all the power flow analysis methods, FBPF is the most suitable method to be 

utilized in the situational awareness tool considering the radial structure and high 

R/X ratio [17]–[19]. 

Forward Backward Power Flow (FBPF) algorithm sets the initial values of the bus 

voltage magnitudes as 1𝑝𝑢 and bus voltage phase angles as 0°. The algorithm is an 

iterative process where two consecutive steps, namely backward sweep and forward 

sweep are executed in each iteration. In the backward sweep, the current flows are 

calculated using complex power injections and bus voltage vectors. Then, in the 

forward sweep, the voltage vector of each bus is updated using impedance values 

and current flows of the lines. While current flows are calculated starting from the 

leaf buses toward the slack bus in the backward sweep, voltage vectors of the buses 

are updated in the forward sweep from the slack bus to leaf buses.  

The current injections of the buses are calculated using equation 4.1. The lower case 

𝑘 denotes the number of iteration throughout the FBPF algorithm.  
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𝑰𝒃𝒖𝒔[𝑘] = (

𝑺𝒃𝒖𝒔

𝑽𝒃𝒖𝒔[𝑘]
) ∗

 (4.1) 

where, 

𝑺𝒃𝒖𝒔       : complex power injections of the buses (𝑛 × 1) 

𝑽𝒃𝒖𝒔[𝑘]       : bus voltage vectors of the buses at iteration k (𝑛 × 1) 

𝑰𝒃𝒖𝒔[𝑘]  :  current injections of the buses at iteration k (𝑛 × 1) 

n            :  number of the buses 

In the forward sweep of the algorithm, branch current flow vector, 𝐼𝑏𝑟𝑎𝑛𝑐ℎ, is 

required. To calculate 𝐼𝑏𝑟𝑎𝑛𝑐ℎ, Bus Injection to Bus Current (BIBC) matrix should 

be formed. BIBC matrix will be formed once for the given topology, will not be 

updated at each iteration. The most straightforward method to obtain the BIBC 

matrix is using the bus branch incidence matrix, 𝐴. While the rows of 𝐴 represent 

the branch flows, each column corresponds to a bus. The inverse transpose of 𝐴 

matrix yields the BIBC matrix if the column corresponds to the slack bus is removed. 

Thus, the relation between bus current injections and branch current flows can be 

seen in equation 4.2. 

 

 
𝑰𝒃𝒓𝒂𝒏𝒄𝒉 = 𝑩𝑰𝑩𝑪 ∗ 𝑰𝒃𝒖𝒔 (4.2) 

 

Once the branch current flows are calculated, the backward sweep is completed, and 

the forward sweep starts. The bus voltages are updated in the forward sweep using 

impedance values and 𝐼𝑏𝑟𝑎𝑛𝑐ℎ vector as shown in equation 4.3. The impedance 

values of the lines are represented inside a diagonal matrix, namely 𝑍𝑑𝑖𝑎𝑔. 
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𝑽𝒃𝒖𝒔[𝑘 + 1] = 𝑽𝒃𝒖𝒔[𝑘] − 𝒁𝒅𝒊𝒂𝒈 ∗ 𝑰𝒃𝒓𝒂𝒏𝒄𝒉[k] (4.3) 

Once the error is smaller than the predefined tolerance value, the algorithm is said to 

be converged. The error value is computed as max|𝑉𝑏𝑢𝑠[𝑘 + 1] − 𝑉𝑏𝑢𝑠[𝑘]|. The 

overall FBPF algorithm is given in Algorithm 3. 

 

Algorithm 3 FBPF BIBC Matrix Method 

  1:  Form system connectivity matrix and calculate BIBC  

  2:  Form diagonal impedance matrix, 𝒁𝒅𝒊𝒂𝒈 

  3:  determine flat start values, 𝑽𝒃𝒖𝒔[0]  

  4:  determine predefined tolerance value, 𝜖   

  6:  𝑘 = 0, 𝒆𝒓𝒓𝒐𝒓 = 100 

  7:         𝒘𝒉𝒊𝒍𝒆 max|𝒆𝒓𝒓𝒐𝒓| > 𝜖   

  8:   𝑰𝒃𝒖𝒔[𝑘] = (
𝑺𝒃𝒖𝒔

𝑽𝒃𝒖𝒔[𝑘]
) ∗

   

  9:   𝑰𝒃𝒓𝒂𝒏𝒄𝒉[𝑘] = 𝑩𝑰𝑩𝑪 ∗ 𝑰𝒃𝒖𝒔[𝑘] 

 10:  𝑽𝒃𝒖𝒔[𝑘 + 1] = 𝑽𝒃𝒖𝒔[𝑘] − 𝒁𝒅𝒊𝒂𝒈 ∗ 𝑰𝒃𝒓𝒂𝒏𝒄𝒉[𝑘] 

 11:   𝒆𝒓𝒓𝒐𝒓 = 𝑽𝒃𝒖𝒔[𝑘 + 1] − 𝑽𝒃𝒖𝒔[𝑘] 

12:   k = k+1     

15:         𝒆𝒏𝒅 

16:  bus voltage vector = 𝑽𝒃𝒖𝒔[𝑘 + 1] 

 

 

The FBPF algorithm is employed in a six-bus sample system to illustrate the method. 

The sample system is given in Figure 4.2 where buses are indicated in black, and 

branches are shown in red.  
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Figure 4.2. Six-bus sample system 

 

The construction of the BIBC matrix is given in equations 4.4-4.6. As explained 

earlier, the bus branch incidence matrix, 𝐴, is utilized to obtain the BIBC matrix. The 

𝐴 matrix for the given sample system is shown in equation 4.4. 𝐴′ matrix is obtained 

by removing the column representing the slack bus. 𝐵𝐼𝐵𝐶′ matrix can be obtained 

by taking the inverse of 𝐴′𝑇 as shown in equation 4.5. Finally, 𝐵𝐼𝐵𝐶 matrix is 

finalized by inserting a zero column to represent the slack bus.   

 

 

𝑨 =

[
 
 
 
 
−1 1    0
−1 0    1
    0 0 −1

0    0 0
0    0 0
1    0 0

−1 0    0
    0 0    0

0    1 0
0 −1 1]

 
 
 
 

 (4.4) 

 
𝑩𝑰𝑩𝑪′ = 𝒊𝒏𝒗(𝑨′𝑻) (4.5) 

 

𝑩𝑰𝑩𝑪 =

[
 
 
 
 
0 1 0
0 0 1
0 0 0

0 0 0
1 0 0
1 0 0

0 0 0
0 0 0

0 1 1
0 0 1]

 
 
 
 

 (4.6) 

 

𝑍𝑑𝑖𝑎𝑔 matrix is formed by inserting the impedance value of 𝑖𝑡ℎ branch to the 

𝑍𝑑𝑖𝑎𝑔(𝑖, 𝑖). Once the 𝐵𝐼𝐵𝐶 and 𝑍𝑑𝑖𝑎𝑔 matrices are obtained, the iterative procedure 

starts with flat start values of the bus voltages. In the backward sweep, the current 
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injection vector at iteration 𝑘 is obtained using equation 4.7. 𝐼𝑏𝑟𝑎𝑛𝑐ℎ vector is 

calculated using 𝐵𝐼𝐵𝐶 in equation 4.8. 

 

 

𝑰𝒃𝒖𝒔[𝑘]𝟔𝒙𝟏 =

[
 
 
 
 
 
 
 

𝑆𝑏𝑢𝑠,1

𝑉𝑏𝑢𝑠[𝑘]1
𝑆𝑏𝑢𝑠,2

𝑉𝑏𝑢𝑠[𝑘]2
⋮

𝑆𝑏𝑢𝑠,6

𝑉𝑏𝑢𝑠[𝑘]6]
 
 
 
 
 
 
 

  (4.7) 

 
𝑰𝒃𝒓𝒂𝒏𝒄𝒉[𝑘] = 𝑩𝑰𝑩𝑪 ∗ 𝑰𝒃𝒖𝒔[𝑘] (4.8) 

The forward sweep is executed by updating the voltage vector of each bus as shown 

in equation 4.9. 

 

 

[

𝑉𝑏𝑢𝑠[𝑘 + 1]1
𝑉𝑏𝑢𝑠[𝑘 + 1]2

⋮
𝑉𝑏𝑢𝑠[𝑘 + 1]6

] = [

𝑉𝑏𝑢𝑠[𝑘]1
𝑉𝑏𝑢𝑠[𝑘]2

⋮
𝑉𝑏𝑢𝑠[𝑘]6

] − [
𝑍1 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 𝑍5

] ∗ 𝑰𝒃𝒓𝒂𝒏𝒄𝒉[𝑘]  (4.9) 

 

where 𝑍1 is the impedance value of branch 1 shown in Figure 4.2.  

4.2 State Estimation for Distribution System 

There are various power system state estimation methods in the literature [30]. State 

estimation is mostly utilized in the transmission system where the system is fully 

observable.   

Redundant measurement devices and SCADA system make the transmission 

network observable whereas the distribution system suffers from the lack of 

measurement. However, with the popularization of new technologies such as 

renewable resources and electrical vehicles, the necessity of real-time monitoring at 
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the distribution level became comprehensible. Therefore, the number of 

measurements in the distribution network is increased in the recent decade which 

makes state estimation application feasible in the distribution networks. 

Transmission system state estimation employs the positive sequence model of the 

system considering balanced structure and load profile. On the other hand, even in 

the normal operation, distribution systems may be unbalanced due to lack of 

transposition, unbalanced loads, and high R/X ratio [28]. Moreover, the developed 

estimator is expected to be employed in the post-disaster distribution systems where 

unbalanced conditions are effective on the solution.  Therefore, in this study, the 

three-phase model of the distribution system is required for the sake of estimation 

accuracy [29].  

WLS is the most common solution method to be utilized in the transmission system 

state estimation thanks to its computational performance [38]. However, the WLS 

method is vulnerable against bad data, thus bad data analysis is required, and can be 

utilized if measurement redundancy is high enough. In the distribution system, 

pseudo measurements are placed to ensure system observability. The limited number 

of measurements and inaccuracy of the pseudo measurements make the WLS method 

vulnerable against bad data in the distribution system. Especially, after a disaster, the 

accuracy of the pseudo measurements is highly unreliable. The use of LAV 

estimation, on the other hand, provides an automatic rejection of the bad data or 

inaccurate pseudo measurement. The LAV estimator aims to obtain a set of 

measurements minimizing the least absolute values of the measurement residuals.  

As a result, LAV based method using the three-phase model is selected as an 

estimation method. Furthermore, the performance of the LAV estimator is improved 

by partially linearizing the measurement function. Comparison of computational 

performances of LAV and WLS estimators is given the Chapter 5 with a detailed 

discussion to justify the proposed selection. Also, the impact of partial linearization 

in the LAV estimation is validated in Chapter 5 with computational performance 

results.  
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4.3 The Three-Phase LAV State Estimation 

In this subsection, the proposed three-phase LAV estimation will be explained. The 

states of the proposed estimation are three-phase bus voltage magnitudes and three-

phase bus voltage phase angles. Moreover, available real-time measurements in the 

distribution network are three-phase bus voltage magnitudes, three-phase 

real/reactive power injection measurements and three-phase current magnitude 

measurements. The basic assumptions providing the mathematical model 

construction are given in the background section.  

The measurement model for the estimator is given in equation 4.10.  

 

 𝑧 =  [

ℎ1(𝑥1, 𝑥2, … , 𝑥𝑛)
ℎ2(𝑥1, 𝑥2, … , 𝑥𝑛)

⋮
ℎ𝑚(𝑥1, 𝑥2, … , 𝑥𝑛)

] + 𝑒 = ℎ(𝑥) + 𝑒 (4.10) 

where; 

ℎ𝑖(𝑥)   : the function relating measurement 𝑖 to the state vector 𝑥, 

𝑧  : the set of measurement  

𝑒  : the measurement error vector  

𝑥  : the system states vector where the states are three-phase bus voltage 

magnitudes and phase angles 

In three-phase configuration; 

 

𝑧 = [𝑧1
𝑎   𝑧1

𝑏   𝑧1
𝑐  . . .  𝑧𝑖

𝑎    𝑧𝑖
𝑏   𝑧𝑖

𝑐 . . .  𝑧𝑚
𝑎    𝑧𝑚

𝑏    𝑧𝑚
𝑐  ]

𝑇
 

 

𝑥 = [𝜃1
3𝑝ℎ   𝜃2

3𝑝ℎ . . .   𝜃𝑛
3𝑝ℎ   𝑉1

3𝑝ℎ   𝑉2
3𝑝ℎ . . .   𝑉𝑛

3𝑝ℎ ]
𝑇
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where, 

𝑚 : number of measurements per phase 

𝑛 : number of buses 

𝑉𝑖
3𝑝ℎ   = [   𝑉𝑖

𝑎      𝑉𝑖
𝑏      𝑉𝑖

𝑐    ]
𝑇
 

𝜃𝑖
3𝑝ℎ   = [   𝜃𝑖

𝑎      𝜃𝑖
𝑏      𝜃𝑖

𝑐    ]
𝑇
 

𝑧𝑖
𝑙 ∶ the measured value of 𝑖𝑡ℎ measurement for ph-𝑙 

𝑉𝑖
𝑙 : bus voltage magnitude at bus-𝑖 for phase-𝑙 

𝜃𝑖
𝑙 : bus voltage angle at bus-𝑖 for phase-𝑙 

Note that number of total measurements is 3𝑚 considering 𝑚 is the number of 

measurements per phase. Similarly, the number of states is 6𝑛 where 3𝑛 of the states 

are three-phase bus voltage magnitudes and 3𝑛 of the states are three-phase bus 

voltage phase angles assuming all bus voltages and angles are states.  

The objective function of the LAV based estimation is given in equation 4.11. 

 

 minimize ∑|𝑟𝑖|

3𝑚

𝑖=1

  
(4.11) 

 subject to    𝑧𝑖 = ℎ𝑖(𝑥) + 𝑟𝑖 ,         1 ≤ 𝑖 ≤ 3𝑚 

 

where, 𝑟𝑖 is the residual of 𝑖𝑡ℎ measurement corresponding to the difference between 

the real value of the measurement and the estimated value of the measurement, i.e.,  

𝑟𝑖 = 𝑧𝑖 − ℎ(𝑥̂𝑖). Using the first-order approximation of ℎ𝑖(𝑥
0) around of 𝑥0, the 

problem can be rewritten as linear programming (LP) problem. The problem is given 

as a standard LP problem in equation 4.12.  
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J(xk) = ∑(𝑢𝑖
𝑘 + 𝑣𝑖

𝑘)

3𝑚

𝑖=1

 (4.12) 

where; 

𝑢 
𝑘 − 𝑣 

𝑘 =  𝑧 − ℎ(𝑥𝑘) − 𝐻(𝑥𝑘) ⋅ ∆𝑥 = ∆𝑧𝑘 − 𝐻(𝑥𝑘) ⋅ ∆𝑥𝑘 

In equation 4.12, (𝑢 
𝑘 + 𝑣 

𝑘) term corresponds to the measurement residual vector at 

iteration k. Dropping the superscript 𝑘 for the simplicity of the notation, the problem 

can be formulated as shown in equation 4.13.  

 

 
minimize   ∑(𝑢𝑖

 + 𝑣𝑖
 )

3𝑚

𝑖=1

 

subject to   𝐻 ⋅ ∆𝑥𝑢 − 𝐻 ⋅ ∆𝑥𝑣 + 𝑢 − 𝑣 = ∆𝑧 

∆𝑥𝑢, ∆𝑥𝑣, 𝑢, 𝑣 ≥ 0 

(4.13) 

where; 

∆𝑥 = ∆𝑥𝑢 − ∆𝑥𝑣 

Lastly, the LP problem can be written in the compact form as given in equation 4.14.   

 

 minimize   𝑐𝑇 ∙ 𝑌 

subject to   𝐴 ∙ 𝑌 = 𝑏 

𝑌 ≥ 0 

(4.14) 

where, 

𝑐𝑇 = [06𝑛, 06𝑛 , 13𝑚, 13𝑚],  

06𝑛 ∶ a zero vector of order 6𝑛,  

13𝑚 ∶ a vector of order 3𝑚, where all the entries are 1,  

𝑏 = ∆𝑧, 
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𝑌𝑇 = [∆𝑥𝑢
𝑇 , ∆𝑥𝑣

𝑇 , 𝑢𝑇 , 𝑣𝑇], 

𝐴  = [ 𝐻, −𝐻, 𝐼3𝑚, −𝐼3𝑚], 

𝐼𝑚 ∶ an identity matrix of order 3𝑚.  

The determination of the initial values of the states requires additional effort due to 

current flow measurements. The initial values of the states are conventionally 

selected as flat start values, i.e., 𝑉 = 1 𝑝𝑢 and 𝜃 = 0°. However, flat start values 

make the current magnitude calculation undefined due to zero value in the 

denominator. Therefore, manipulated flat start values are utilized to initialize the 

state vector where 𝜃 values are randomly assigned between −0.01° 𝑎𝑛𝑑 0.01°.  

At each iteration, measurement values are estimated using the current state vector. 

Similarly, 𝐻 matrix is formed in each iteration using the current state vector. Then, 

the LP problem given in equation 4.14 is solved to obtain ∆𝑥. As a result of the LP 

problem solution, ∆𝑥 is obtained as shown in equation 4.15, and the states are 

updated as shown in equation 4.16. 

 
∆𝑥 = [∆𝜃1

3𝑝ℎ   ∆𝜃2
3𝑝ℎ . . .   ∆𝜃𝑛

3𝑝ℎ   ∆𝑉1
3𝑝ℎ   ∆𝑉2

3𝑝ℎ . . .   ∆𝑉𝑛
3𝑝ℎ ]

𝑇
 (4.15) 

 
𝑥𝑘+1 = 𝑥𝑘 + ∆𝑥𝑘 (4.16) 

The iterative procedure is converged if  max|∆𝑥𝑘| < 𝜖 where  𝜖 is the predefined 

error threshold value.  

To derive the measurement Jacobian matrix, 𝐻, firstly the measurement function,  

ℎ(𝑥𝑘), should be obtained for each measurement type. The relation of the 

measurements with respect to the states is given in equations 4.17-4.19. 
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𝑃𝑖

𝑝ℎ =  𝑉𝑖
𝑝ℎ ∗ ∑ ∑ 𝑉𝑗

𝑙 ∗ (𝐺𝑖𝑗
𝑝ℎ,𝑙𝑐𝑜𝑠(𝜃𝑖

𝑝ℎ−𝜃𝑗
𝑙)

𝑗𝜖𝑁𝑖

3

𝑙=1

+ 𝐵𝑖𝑗
𝑝ℎ,𝑙𝑠𝑖𝑛(𝜃𝑖

𝑝ℎ−𝜃𝑗
𝑙)) 

(4.17) 

 
𝑄𝑖

𝑝ℎ =  𝑉𝑖
𝑝ℎ ∗ ∑ ∑ 𝑉𝑗

𝑙 ∗ (𝐺𝑖𝑗
𝑝ℎ,𝑙𝑠𝑖𝑛(𝜃𝑖

𝑝ℎ−𝜃𝑗
𝑙)

𝑗𝜖𝑁𝑖

3

𝑙=1

− 𝐵𝑖𝑗
𝑝ℎ,𝑙𝑐𝑜𝑠(𝜃𝑖

𝑝ℎ−𝜃𝑗
𝑙)) 

(4.18) 

 
𝐼𝑖𝑗

𝑝ℎ = ∑[𝑉𝑖
𝑝ℎ(𝑐𝑜𝑠𝜃𝑖

𝑙 + 𝑗𝑠𝑖𝑛𝜃𝑖
𝑙) − 𝑉𝑖

𝑝ℎ(𝑐𝑜𝑠𝜃𝑖
𝑙 + 𝑗𝑠𝑖𝑛𝜃𝑖

𝑙)]

3

𝑙=1

∗ 𝑌𝑖𝑗
𝑝ℎ,𝑙  

(4.19) 

where, 

𝐺𝑖𝑗
𝑝ℎ,𝑙     :  the corresponding element of conductance matrix for bus-𝑖 phase-𝑝ℎ 

and bus-𝑗 phase-𝑙  

𝐵𝑖𝑗
𝑝ℎ,𝑙     : the corresponding element of susceptance matrix for bus-𝑖 phase-𝑝ℎ and 

bus-𝑗 phase-𝑙 

𝑃𝑖
𝑝ℎ         : real power injection measurement at bus-𝑖 for phase-𝑝ℎ 

𝑄𝑖
𝑝ℎ        : reactive power injection measurement at bus-𝑖 for phase-𝑝ℎ 

𝐼𝑖𝑗
𝑝ℎ        : magnitude of current flow between bus-𝑖 and bus-𝑗 for phase--𝑝ℎ 

Conductance matrix (𝐺 ) and susceptance matrix (𝐵 ) are obtained by forming the bus 

admittance matrix (𝑌𝑏𝑢𝑠). To be able to form 𝑌𝑏𝑢𝑠 matrix, three-phase impedance 

matrix of the lines should be obtained.    

In a two-bus system, the structure of the three-phase bus impedance matrix (𝑍) is 

shown in equation 4.20. In the equation, elements of the matrix model the self-

impedance and mutual impedance values between bus-𝑖 and bus-𝑗. Furthermore, 𝑌𝑏𝑢𝑠 

for the two bus system is formed using the inverse of 𝑍 matrix in equation 4.21.  
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𝑍𝑖𝑗 = [

𝑍𝑎𝑎 𝑍𝑎𝑏 𝑍𝑎𝑐

𝑍𝑏𝑎 𝑍𝑏𝑏 𝑍𝑏𝑐

𝑍𝑐𝑎 𝑍𝑐𝑏 𝑍𝑐𝑐

] (4.20) 

 
𝑌𝑏𝑢𝑠 = [

   𝑍𝑖𝑗
−1

3𝑥3
−𝑍𝑖𝑗

−1

3𝑥3

−𝑍𝑖𝑗
−1

3𝑥3
  𝑍𝑖𝑗

−1

3𝑥3

] (4.21) 

 

𝑍𝑖𝑗     : impedance matrix corresponding to the line between bus-𝑖 and bus-𝑗 

𝑍𝑎𝑎
     : self-impedance value of the line between bus-𝑖 and bus-𝑗 for phase-𝑎 

𝑍𝑏𝑎
     : mutual-impedance value of the line between bus-𝑖 and bus-𝑗 for phase-𝑎 

and phase-𝑏 

𝑌𝑏𝑢𝑠     : bus admittance matrix  

The impedance information in this work is provided as a sequence impedance matrix 

(𝑍012). 𝑍012 represents the impedance values of positive, negative, and zero 

sequences while the state estimation is designed to process the phase impedance 

matrix (𝑍). To transform the sequence matrix into the phase impedance matrix, a 

simple matrix multiplication shown in equation 4.22 is used. Thus, for each cable 

type, firstly 𝑍012 is obtained, and then it is transformed into 𝑍.  

 
𝑍 =  𝐴𝑠 ⋅ 𝑍012 ⋅ 𝐴𝑠

−1 (4.22) 

where; 

𝐴𝑠 = [

1 1 1
1 𝑎𝑠

2 𝑎𝑠

1 𝑎𝑠 𝑎𝑠
2
] , 𝐴𝑠

 −1 = 
1

3
⋅ [

1 1 1
1 𝑎𝑠

 𝑎𝑠
2

1 𝑎𝑠
2 𝑎𝑠

 
] 

𝑎𝑠 = 1.0∠120° 

 

As shown in equation 4.21, the size of the 𝑌𝑏𝑢𝑠 will be (𝑛 × 3) × (𝑛 × 3). The 

structure of 𝑌𝑏𝑢𝑠 for a 𝑛 bus system is given in equation 4.23. 
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𝑌𝑏𝑢𝑠 =

[
 
 
 
 
 
 
 
𝑌11

𝑎𝑎 𝑌11
𝑎𝑏 𝑌11

𝑎𝑐

𝑌11
𝑏𝑎 𝑌11

𝑏𝑏 𝑌11
𝑏𝑐

𝑌11
𝑐𝑎 𝑌11

𝑐𝑏 𝑌11
𝑐𝑐

…
…
…

𝑌1𝑛
𝑎𝑎 𝑌1𝑛

𝑎𝑏 𝑌1𝑛
𝑎𝑐

𝑌1𝑛
𝑏𝑎 𝑌1𝑛

𝑏𝑏 𝑌1𝑛
𝑏𝑐

𝑌1𝑛
𝑐𝑎 𝑌1𝑛

𝑐𝑏 𝑌1𝑛
𝑐𝑐

⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋮
𝑌𝑛1

𝑎𝑎 𝑌𝑛1
𝑎𝑏 𝑌𝑛1

𝑎𝑐

𝑌𝑛1
𝑏𝑎 𝑌𝑛1

𝑏𝑏 𝑌𝑛1
𝑏𝑐

𝑌𝑛1
𝑐𝑎 𝑌𝑛1

𝑐𝑏 𝑌𝑛1
𝑐𝑐

…
…
…

𝑌𝑛𝑛
𝑎𝑎 𝑌𝑛𝑛

𝑎𝑏 𝑌𝑛𝑛
𝑎𝑐

𝑌𝑛𝑛
𝑏𝑎 𝑌𝑛𝑛

𝑏𝑏 𝑌𝑛𝑛
𝑏𝑐

𝑌𝑛𝑛
𝑐𝑎 𝑌𝑛𝑛

𝑐𝑏 𝑌𝑛𝑛
𝑐𝑐]

 
 
 
 
 
 
 

 (4.23) 

 

Knowing 𝑌𝑏𝑢𝑠 = (𝐺 + 𝑗 𝐵 ), 𝐺  and 𝐵  matrices can be obtained once the three-phase 

𝑌𝑏𝑢𝑠 is formed. By substituting conductance, susceptance and state values into the 

equations 4.17 - 4.19, the non-linear relation, ℎ(. ), between states and measurements 

can be calculated.   

To solve the state estimation problem, the Jacobian matrix, 𝐻, is also required. 𝐻 

matrix includes derivate of ℎ(. ) with respect to each state variable. While the 

columns of the 𝐻 matrix represent the states to be estimated, each row of the 𝐻 

matrix corresponds to a measurement. Thus, the size of the 𝐻 matrix is 

(3 × 𝑚) × (6 × 𝑛). The structure of the 𝐻 matrix is given in equation 4.24.  

 

 𝑯 =

[
 
 
 
 
 
 
 𝜕𝑃𝑖

𝑝ℎ

𝜕𝜃𝑖
𝐴

𝜕𝑃𝑖
𝑝ℎ

𝜕𝜃𝑖
𝐵

𝜕𝑃𝑖
𝑝ℎ

𝜕𝜃𝑖
𝐶

𝜕𝑄𝑖
𝑝ℎ

𝜕𝜃𝑖
𝐴

𝜕𝑄𝑖
𝑝ℎ

𝜕𝜃𝑖
𝐵

𝜕𝑄𝑖
𝑝ℎ

𝜕𝜃𝑖
𝐶

𝜕𝐼𝑖
𝑝ℎ

𝜕𝜃𝑖
𝐴

𝜕𝐼𝑖
𝑝ℎ

𝜕𝜃𝑖
𝐵

𝜕𝐼𝑖
𝑝ℎ

𝜕𝜃𝑖
𝐶

𝜕𝑃𝑖
𝑝ℎ

𝜕𝑉𝑖
𝐴

𝜕𝑃𝑖
𝑝ℎ

𝜕𝑉𝑖
𝐵

𝜕𝑃𝑖
𝑝ℎ

𝜕𝑉𝑖
𝐶

𝜕𝑄𝑖
𝑝ℎ

𝜕𝑉𝑖
𝐴

𝜕𝑄𝑝ℎ

𝜕𝑉𝑖
𝐵

𝜕𝑄𝑖
𝑝ℎ

𝜕𝑉𝑖
𝐶

𝜕𝐼𝑖
𝑝ℎ

𝜕𝑉𝑖
𝐴

𝜕𝐼𝑖
𝑝ℎ

𝜕𝑉𝑖
𝐵

𝜕𝐼𝑖
𝑝ℎ

𝜕𝑉𝑖
𝐶 ]

 
 
 
 
 
 
 

 (4.24) 

 

The formulations of the elements of the 𝐻 matrix are given in equations A.1- A.4 in 

Appendix A. The input files of the estimator are Common Format Data (CDF) file 

which contains the system connectivity information, and the measurement file which 

includes the measurement types and values. The input values are processed, and all 

the values are converted into 𝑝𝑢 units. In Appendix B, a sample system and its input 

files are given. In Figure B.1, the sample 3-bus system is given. While Figure B.2 
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shows the CDF file of the corresponding system, Figure B.3 shows the measurement 

file for the given system. The overall algorithm of the three-phase state estimation is 

given in Algorithm 4. 

 

Algorithm 4 Three-Phase LAV Estimation 

  1:  Form 𝑌𝑏𝑢𝑠 matrix and z vector using input files 

  2:  determine manipulated flat start values, 𝑥0  

  3:  determine predefined threshold value, 𝜖   

  4:  𝑘 = 0,   ∆𝑥0 =  100 

  5:         𝒘𝒉𝒊𝒍𝒆 max|∆𝑥𝑘| > 𝜖   

  6:  ℎ𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 = ℎ(𝑥𝑘) 

  7:   𝐻 = 𝑓𝑜𝑟𝑚.𝐻𝑚𝑎𝑡𝑟𝑖𝑥(𝑥𝑘) 

  8:   𝑐𝑇 = [06𝑛, 06𝑛, 13𝑚, 13𝑚] 

  9:   𝐴  = [ 𝐻,−𝐻, 𝐼3𝑚, −𝐼3𝑚] 

10:   𝑏 = 𝑧 − ℎ𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 

11:   𝑌 = [06𝑛+3𝑚  06𝑛+3𝑚]  

12:   ∆𝑥𝑘 =  𝑠𝑖𝑚𝑝𝑙𝑒𝑥. 𝑠𝑜𝑙𝑣𝑒𝑟(𝑐, 𝐴, 𝑏, 𝑌) 

13:   𝑥𝑘+1 = 𝑥𝑘 + ∆𝑥𝑘 

14:   𝑘 = 𝑘 +1  

15:         𝒆𝒏𝒅 

16:  estimated states = 𝑥𝑘+1 

 

 

4.3.1 Performance Improvement of The Estimator 

Although the LAV estimator is known to be robust, its computational time is greater 

compared to the WLS estimator [30]. The selection of the estimator is discussed in 

Chapter 4.2 in detail. Considering the estimator will be executed multiple times, 
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improving computational time is significant. To reduce the computational time of 

the LAV estimator, the measurement function is simplified using valid assumptions. 

Fully linearization of the measurement functions is possible by inserting a significant 

number of new states which do not reduce the computational time [39], [40]. 

Using the domain-specific advantage of the distribution system, the given 

measurement formulations are partially linearized to obtain better computational 

performance. The bus voltage phase angle difference between incident buses is small 

enough. Thus small-angle approximation can be utilized as shown in equations 4.25 

– 4.30. The validation of this simplification is given in Chapter 5.  

 

 
𝑠𝑖𝑛(θ𝐴

𝑖 − θ𝐴
𝑗
) = θ𝐴

𝑖 − θ𝐴
𝑗
  (4.25) 

 
𝑐𝑜𝑠(θ𝐴

𝑖 − θ𝐴
𝑗
) = 1 (4.26) 

 𝑠𝑖𝑛(θ𝐴
𝑖 − θ𝐵

𝑗
) = 𝑐𝑜𝑠 (

2π

3
) ⋅ (θ𝐴

𝑖 − θ𝐵
𝑗

+
2π

3
) + 𝑠𝑖𝑛 (

2π

3
) (4.27) 

 𝑐𝑜𝑠(θ𝐴
𝑖 − θ𝐵

𝑗
) = 𝑐𝑜𝑠 (

2π

3
) − 𝑠𝑖𝑛 (

2π

3
) ⋅ (θ𝐴

𝑖 − θ𝐵
𝑗

+
2π

3
) (4.28) 

 𝑠𝑖𝑛(θ𝐴
𝑖 − θ𝐶

𝑗
) = 𝑐𝑜𝑠 (

2π

3
) ⋅ (θ𝐴

𝑖 − θ𝐶
𝑗
+

2π

3
) − 𝑠𝑖𝑛 (

2π

3
) (4.29) 

 𝑐𝑜𝑠(θ𝐴
𝑖 − θ𝐶

𝑗
) = 𝑐𝑜𝑠 (

2π

3
) + 𝑠𝑖𝑛 (

2π

3
) ⋅ (θ𝐴

𝑖 − θ𝐶
𝑗
+

2π

3
) (4.30) 

   

By substituting the simplified terms in the measurement functions, the updated 

measurement functions can be obtained. In equations 4.31-4.32, only the updated 

measurement functions for phase-A are given for simplicity, however, the 

philosophy for phase B and C are the same.    

 



 

 

58 

𝑃𝑖
𝐴 =  𝑉𝑖

𝐴 ∗ ∑ 𝑉𝑗
𝐴 ∗ (𝐺𝑖𝑗

𝐴,𝐴 + 𝐵𝑖𝑗
𝐴,𝐴(𝜃𝑖

𝐴−𝜃𝑗
𝐴))𝑗𝜖𝑁𝑖

+

∑ 𝑉𝑗
𝐵 (𝐺𝑖𝑗

𝐴,𝐵 (𝑐𝑜𝑠 (
2π

3
) − 𝑠𝑖𝑛 (

2π

3
) ⋅ (θ𝐴

𝑖 − θ𝐵
𝑗

+
2π

3
)) +𝑗𝜖𝑁𝑖

𝐵𝑖𝑗
𝐴,𝐵 (𝑐𝑜𝑠 (

2π

3
) ⋅ (θ𝐴

𝑖 − θ𝐵
𝑗

+
2π

3
) + 𝑠𝑖𝑛 (

2π

3
))) + ∑ 𝑉𝑗

𝐶 ∗𝑗𝜖𝑁𝑖

(𝐺𝑖𝑗
𝐴,𝐶 (𝑐𝑜𝑠 (

2π

3
) + 𝑠𝑖𝑛 (

2π

3
) ⋅ (θ𝐴

𝑖 − θ𝐶
𝑗
+

2π

3
)) + 𝐵𝑖𝑗

𝐴,𝐶 (𝑐𝑜𝑠 (
2π

3
) ⋅

(θ𝐴
𝑖 − θ𝐶

𝑗
+

2π

3
) − 𝑠𝑖𝑛 (

2π

3
)) )  

(4.31) 

𝑄𝑖
𝐴 =  𝑉𝑖

𝐴 ∗ ∑ 𝑉𝑗
𝐴 ∗ (𝐺𝑖𝑗

𝐴,𝐴(𝜃𝑖
𝐴−𝜃𝑗

𝐴) − 𝐵𝑖𝑗
𝐴,𝐴)𝑗𝜖𝑁𝑖

+ ∑ 𝑉𝑗
𝐵 ∗𝑗𝜖𝑁𝑖

(𝐺𝑖𝑗
𝐴,𝐵 (𝑐𝑜𝑠 (

2π

3
) ⋅ (θ𝐴

𝑖 − θ𝐵
𝑗

+
2π

3
) + 𝑠𝑖𝑛 (

2π

3
)) − 𝐵𝑖𝑗

𝐴,𝐵 (𝑐𝑜𝑠 (
2π

3
) −

𝑠𝑖𝑛 (
2π

3
) ⋅ (θ𝐴

𝑖 − θ𝐵
𝑗

+
2π

3
))) + ∑ 𝑉𝑗

𝐶 ∗ (𝐺𝑖𝑗
𝐴,𝐶 (𝑐𝑜𝑠 (

2π

3
) ⋅𝑗𝜖𝑁𝑖

(θ𝐴
𝑖 − θ𝐶

𝑗
+

2π

3
) − 𝑠𝑖𝑛 (

2π

3
)) − 𝐵𝑖𝑗

𝐴,𝐶 (𝑐𝑜𝑠 (
2π

3
) + 𝑠𝑖𝑛 (

2π

3
) ⋅

(θ𝐴
𝑖 − θ𝐶

𝑗
+

2π

3
)))  

(4.32) 

 

The simplification in the measurement functions affects the accuracy of the 

estimation while reducing the computational time. The effect of this simplification 

is discussed in Chapter 5. It is revealed that while the improvement in the 

computational time is significant, the accuracy of the estimator with the simplified 

formulation is comparable with the original LAV estimator.  

4.4 Chapter Summary 

In this chapter, situational awareness for the distribution system restoration is given. 

The mechanism of the situational awareness tool is explained using the flow chart 

given in Figure 4.1. As mentioned, both FBPF analysis and state estimator are 

essential in the restoration process. The details of the FBPF algorithm are presented 
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in the first sub-chapter of this chapter. Since the selection of estimator is critical, the 

reasoning behind the LAV based estimation is discussed in Chapter 4.2. Although 

the basic concept of state estimation in power systems is given in background 

information, the developed state estimator is three-phase and computationally 

improved. While the mathematical basis of the estimator is revealed in Chapter 4.3, 

the partially linearized measurement function to improve the computational 

performance is given in Chapter 4.3.1.  

To sum up, the combination of state estimator and FBPF analysis is the proposed 

method to provide the situational awareness during the restoration of a distribution 

system. While state estimation is capable of processing three-phase real-time 

measurements to estimate the states of the energized part of the system, FBPF 

analysis conducts a feasibility analysis for the given restoration actions.  
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CHAPTER 5  

5 VALIDATION OF THE METHOD & TEST RESULTS 

In Chapter 4, the proposed situational awareness tool is presented. The overall 

mechanism is developed to monitor the power distribution system in real-time and 

detect any infeasible action set causing the violation of electrical constraints during 

the restoration. In Chapter 4, it is aimed to develop the structure given in Figure 4.1 

in an efficient and accurate manner. The computational performance of the state 

estimator is improved without the loss of accuracy significantly by the partially 

linearized measurement function. Furthermore, the results of the estimator are used 

to update the unreliable forecasts and profiles for the energized part of the system to 

improve the accuracy of the power flow analysis. Initially, if there is a violation of 

electrical constraints, the permissible limits of the voltage magnitude and power flow 

magnitudes are flexed. If the violation continues, the given restoration strategy, 

action set, is marked as infeasible. In that case, a new restoration strategy is requested 

to be able to continue real-time operation in the field.  

In this chapter, all of the proposed methods are validated with proper test cases. 

Initially, the efficiency of the DRS method is given by revealing the computational 

time performances of the restoration decision process considering (𝑖) whole system 

topology and (𝑖𝑖) radial/ring structures separately. Moreover, the superiority of the 

incomplete Cholesky factorization in the proposed DRS method is also presented. 

As mentioned earlier, although IRS is not included in the restoration process, the 

improvement in the IRS is validated by identifying the ring structures of a system 

with/without employing the DRS method. The tools that are employed in situational 

awareness are also analyzed in this chapter. The computational time performances 

and accuracy results of both tools are given.  The selection of the estimation method 

is justified by utilizing different types of estimators in sample systems. The 

improvement in the estimator performance by partial linearization is also validated. 
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To evaluate the accuracy of the proposed tools, well-known metrics are utilized, e.g., 

MSE, MAPE, etc. Lastly, the test environments for each case are presented 

throughout the chapter. 

5.1 Test Results for the Partition of Distribution System  

Case 1: In the detection of ring structure method, it is stated that incomplete 

Cholesky factorization is utilized to 𝐺𝑒𝑛
  and the state vector is calculated using the 

equation 𝑥̂𝑒𝑛 = ((𝐿𝑒𝑛
′ ⋅ 𝐿𝑒𝑛

′ )−1 ⋅ 𝑡𝑒𝑛
′ ) instead of taking row reduced echelon form of 

the matrix. In this case, the computational performances of those two methods are 

compared in Figure 5.1. As shown in the figure, the incomplete Cholesky 

factorization is superior compared to the taking row reduced echelon form when the 

size of the matrix is increased while the sparsity ratio is kept constant. As the figure 

is given in the logarithmic scale, the difference between the performance of those 

two methods increases significantly as the matrix size increases. The given test is 

conducted on an Intel i7, 8GB computer using MATLAB environment.  

        

Figure 5.1. The computational performance comparison of (𝑖) Cholesky 

factorization and (𝑖𝑖) taking row reduced echelon form 
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Case 2: In this case, a real-life distribution system is partitioned using the proposed 

DRS method. The results of the partitioning are given in Table 5.1. As stated in the 

motivation of the method, the method is efficient and makes the restoration process 

feasible in large-sized distribution systems. To test the computational time, 

2xIntel(R) Xeon(R) CPU E5-2650 v4 @ 2.20GHz with 64GB RAM hardware setup 

is used.  

Table 5.1 8477 Bus Distribution System Results 

Property  Value 

Number of Buses 8477 

Number of Branches 8498 

Computational Time of the DRS method  59.25 sec 

 

Case 3: The partitioning method is proposed to reduce the computational time of the 

restoration decision process. In this case, the computational time performances of 

the decision process are given with/without using the proposed partitioning method. 

To test the computational time, 2xIntel(R) Xeon(R) CPU E5-2650 v4 @ 2.20GHz 

with 64GB RAM hardware setup is used. 

 

Table 5.2 Comparison of the computational performance of restoration decision 

process (𝑖) without using the partitioning method, and (𝑖𝑖) using the partitioning 

method 

Performance of the 

Restoration Decision Process 

Without 

partitioning 

With 

partitioning  

123 Bus System with %10 Radial Structure  356.851 sec 347.727 sec 

123 Bus System with %50 Radial Structure 18.185 sec 9.602 sec 

123 Bus System with %90 Radial Structure 3.908 sec 2.26 sec 
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As seen in Table 5.2, the computational performance test is conducted using a 123 

bus system with modified density of radial structures. It is expected to observe more 

improvement in the restoration as the ratio of radial structures increases. When %10 

of the branches are radial structured, the partitioning does not contribute a significant 

improvement to the restoration process since the majority of the branches are ring 

structured, and they maintain the combinatorial restoration possibilities. However, 

when the %50 of the branches are radial, the computational time is almost halved as 

the ring/radial structures are processed separately. In the %90 radial structure case, 

since the possible restoration paths are already limited due to a few ring structured 

branches, the improvement in the computational performance cannot be observed 

clearly.  

Case 4: In this case, the performance improvement of the IRS method is shown. The 

computational time of identifying independent ring structures and its elements using 

graph based method, e.g., Minimum Cycle Basis (MCB) method is compared with 

the computational time of Ring system Detection and Extraction (RDE) followed by 

MCB. To test the computational time, 2xIntel(R) Xeon(R) CPU E5-2650 v4 @ 

2.20GHz with 64GB RAM hardware setup is used. 5 Monte-Carlo simulations are 

run, and their average is given as a result. The standard deviation of the simulation 

results is less than %3.  

For the test, various number of buses in a real-life distribution system is employed. 

Figure 5.2 shows the difference of computational time performances in the 

logarithmic scale for (𝑖) MCB is utilized to identify the ring structures for the whole 

system and (𝑖𝑖) radial structure is detected and extracted from the system, and then 

MCB is utilized. As seen in the figure, the proposed method is superior compared to 

the conventional graph based method. Elimination of the radial structure simplifies 

the computational complexity and makes the IRS method efficient for large-sized 

distribution systems using MCB. As stated in the motivation of the method, MCB 

only method can not converge in a reasonable time when the size of the system is 
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around ten thousand. Considering large-sized distribution systems, the partitioning 

method plays a significant role in the topology analysis.  

 
 

Figure 5.2. Performance of IRS using (i) MCB only, and (ii) RDE followed by 

MCB 

 

5.2 Test Results for Situational Awareness  

Case 1: The performance of the FBPF method is evaluated by comparing the result 

of the power flow analysis with the result of the simulation tool. In 12 bus system, 

the MSE of the FBPF method is revealed as  𝟔. 𝟎𝟑𝟓𝟔−𝟒, and computational time is 

found as 3.5615𝑚𝑠𝑒𝑐. The given test is conducted on an Intel i7, 8GB computer 

using MATLAB environment. 

Case 2: In this case, 38 bus system is employed to assess the computational 

performance of the LAV based and WLS based estimators. As seen in Table 5.3, the 
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proposed partial linearization of the measurement function improves the 

computational time. As the system size expands, the difference becomes more 

significant. Although WLS is the fastest compared to the LAV based estimators, an 

additional pre-process, namely bad data detection is required to obtain accurate 

results. Considering the inserted pseudo injection measurements are unreliable, WLS 

without bad data detection estimates the states with bias. On the other hand, since 

the nature of the LAV based estimation relies on selecting the minimum number of 

measurements satisfying the least absolute values of error, LAV based estimation 

automatically rejects bad/biased data. 500 Monte-Carlo simulations are executed on 

an Intel i7, 8GB computer to obtain unbiased results. 

 

Table 5.3 Computational performance results for 38 bus system 

Type of Estimation Computational Time 

Original LAV Estimation 250𝑚𝑠𝑒𝑐 

Proposed LAV Estimation 238𝑚𝑠𝑒𝑐 

WLS Estimation 68𝑚𝑠𝑒𝑐 

 

The aim of using state estimation in this study is to find the most probable system 

state based on real-time measurements and to validate the actions. As seen in the 

results, the computation time for the 38 bus test system is in the order of hundreds 

of milliseconds. Although this performance might not be sufficient for conventional 

real-time monitoring and control problems, it is acceptable for validation of the 

restoration process. 

Case 3: In order to validate the selection of estimation method, the 3-bus sample 

system shown in Figure 5.3. is utilized. The accuracy of LAV estimation and WLS 

estimation for the given system is compared with and without biased data. The test 

is conducted on an Intel i7, 8GB computer.  
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Figure 5.3. Sample 3-bus system with a measurement configuration 

 

In Table 5.4, the MSE of the estimated states for two estimators is given with and 

without bad data. As seen in the table, without bad data, the WLS estimator is 

superior to the LAV based estimator since WLS aims to minimize the MSE. 

However, when a bad (biased) data is inserted to reflect the effect of unreliable 

pseudo measurements, the result of WLS is highly biased whereas the LAV estimator 

is robust against the biased data.   

 

Table 5.4 Estimation results for different measurement sets 

Type of Estimator MSE without bad data MSE with bad data 

WLS 1.065 × 10−10 0.0043 

LAV 3.65 × 10−10 3.65 × 10−10 

 

The performance of the estimator under biased data is crucial considering the lack of 

measurements and the unreliable nature of pseudo measurements in the distribution 

system.  
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In Figure 5.4, the collected measurements, the actual (true) values of the 

measurements, the estimated measurements by LAV and WLS estimators are given. 

As seen in the figure, the real power injection of bus-2 is manipulated to assess the 

robustness of the estimator. While real power injection measurement, 𝑃2, and current 

magnitude measurement, 𝐼12, are significantly biased using WLS estimation, the 

estimated measurements by LAV are completely unbiased. This case shows that 

while LAV estimation provides automatic rejection of the bad data, unreliable 

pseudo measurement, an additional bad data analysis is required in WLS estimation 

to obtain unbiased results with low redundancy as in the distribution system. 

 

 

 

Figure 5.4. Comparison of WLS and LAV estimation under biased measurements 
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Case 4: In this case, a 12-bus system is employed to reveal the accuracy of the 

estimators. %1 Gaussian error is added to the measurement set to make the accuracy 

results noticeable. In Table 5.5, the metrics used to evaluate the accuracy are MSE 

and MAPE.  While the error of the proposed LAV estimator is comparable with the 

original LAV estimator, the accuracy of the WLS estimation has the best 

performance comparing to LAV based estimators. However, in this application the 

accuracy under biased data is critical considering the unreliable pseudo injection 

measurements. Therefore, as validated in Case-3, the LAV based estimation which 

is robust against bad data is utilized.  The test is conducted on an Intel i7, 8GB 

computer.  

 

Table 5.5 State estimation results for 12 bus system 

Type of Estimation MSE  MAPE 

Original LAV Estimation 3.122 × 10−8 0.0574 

Proposed LAV Estimation 4.525 × 10−8 0.0582 

WLS Estimation 1.186 × 10−8 0.0552 

 

 

Case 5: The proposed estimator is also utilized in a 600 bus system which is a subpart 

of a real-life distribution system. The computational time of the process in the 600 

Bus system is 2.67 seconds. To test the computational time, 2xIntel(R) Xeon(R) CPU 

E5-2650 v4 @ 2.20GHz with 64GB RAM hardware setup is used. 5 Monte-Carlo 

simulations are run, and their average is given as a result. 

5.3 Chapter Summary 

In this chapter, the proposed methods are validated. Firstly, the effectiveness of the 

partitioning method is validated in different cases. The partitioning of the 8477 bus 
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system in under a minute shows that the partitioning method can be utilized in a real-

time online decision process. Furthermore, the comparison of MCB only and RDE 

followed by MCB shows that the computational performance of identification of the 

system can be significantly improved. In the corresponding graph, it is shown that 

MCB only method fails in the systems with around ten thousand. Considering the 

size of the distribution systems can be a few tens of thousands, and they expand 

continuously, the proposed partitioning method is crucial to analyze the systems in 

a fast manner.  

The performance of the situational awareness tool is also validated in this chapter. 

The reasoning of the LAV based estimation is selected as distribution system 

estimation is justified. The results related to the performance improvement of the 

estimator show that the gain in the computational performance is promising while 

the accuracy is comparable. The robustness and accuracy of the LAV based 

estimation are validated using the sample system to provide the audience better 

understanding. As a result, the tests show that both the FBPF and LAV estimator are 

efficient and accurate enough to be utilized in the restoration to improve the 

situational awareness. 
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CHAPTER 6  

6 CONCLUSION 

In this thesis, the overall performance of the distribution system restoration 

procedure is improved. The aim of the given work can be divided into two where the 

novel partitioning algorithm improves the computational performance of the 

restoration decision process; the situational awareness monitors the power system 

and predicts the possible infeasible actions to be realized.  

The partitioning algorithm is employed to detect the ring and radial structures in the 

distribution system topology so that restoration strategy can be obtained for the 

ring/radial structures separately. In addition to that, the situational awareness tool is 

developed to monitor the power system and predict the possible infeasible actions to 

be realized. The LAV based three-phase state estimator is proposed in this study to 

monitor the system in real-time using the measurements gathered from the energized 

part of the system. Furthermore, the performance of the estimator is improved by 

partial linearization of the measurement function.  

The efficiency of the partitioning method is validated by comparing the 

computational time of the restoration decision process with/without utilizing the 

proposed DRS method.  Furthermore, in the thesis, it is also shown that utilizing the 

DRS method increases the performance of identification of each ring since the graph 

based method is employed only to ring structured part instead of the whole system.  

The robustness, accuracy and time performances of the conventional LAV based 

estimation, the LAV based estimation with the proposed measurement function, and 

WLS based estimation are presented to validate the superiority of the proposed 

estimation method. The sequential operation of the estimator and the flow analysis 

ensures that the energized part of the system is monitored in real-time using reliable 
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measurements, and the given action set can be realized in the whole system by power 

flow analysis using load/generation forecasts and profiles of the un-energized part.  

To sum up, the partitioning method improves the performance of the system analysis 

to be utilized in the online decision support mechanism for distribution system 

restoration. The partitioning method makes the online decision support mechanism 

for the restoration of large-sized distribution systems possible. Moreover, the 

partitioning method is capable of analyzing large-sized systems where graph based 

methods may fail to converge in a reasonable time. The test results show that both 

the FBPF and developed LAV estimator are efficient and accurate enough to be 

utilized in the restoration to improve the situational awareness. Considering the 

heuristic and rule-based restoration procedures available in the literature, the 

proposed restoration methodology optimizes the restoration strategy considering 

electrical constraints  

As future work, PMUs can also be included. PMUs are not considered in this study 

since PMUs are not commonly used distribution systems. However, in the presence 

of those measurements, the proposed method can be used without loss of generality. 

Moreover, the estimator can be constructed using the sparse data structure. The 

computational performance of the estimator is expected to increase significantly in 

sparse structure considering the sparsity ratio of the utilized matrices. 
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APPENDICES 

A. The Formulation of Elements of Jacobian Matrix 
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3
) − 𝑠𝑖𝑛 (

2π

3
) ⋅ (θ𝐴

𝑖 − θ𝐵
𝑗

+
2π

3
) ))

+ ∑ 𝑉𝑗
𝐶 (𝐺𝑖𝑗

𝐴,𝐶 (𝑐𝑜𝑠 (
2π

3
) ⋅ (θ𝐴

𝑖 − θ𝐶
𝑗

+
2π

3
)

 

𝑗∈𝑁𝑖

− 𝑠𝑖𝑛 (
2π

3
) )

− 𝐵𝑖𝑗
𝐴,𝐶 (𝑐𝑜𝑠 (

2π

3
) + 𝑠𝑖𝑛 (

2π

3
) ⋅ (θ𝐴

𝑖 − θ𝐶
𝑗
+

2π

3
) ))

+ 2 ⋅ 𝑉𝑖
𝐴(−𝐵𝑖𝑖

𝐴𝐴)

+ 𝑉𝑖
𝐵 (𝐺𝑖𝑖

𝐴,𝐵 (𝑐𝑜𝑠 (
2π

3
) ⋅ (θ𝐴

𝑖 − θ𝐵
𝑗

+
2π

3
) + 𝑠𝑖𝑛 (

2π

3
) )

− 𝐵𝑖𝑖
𝐴,𝐵 (𝑐𝑜𝑠 (

2π

3
) − 𝑠𝑖𝑛 (

2π

3
) ⋅ (θ𝐴

𝑖 − θ𝐵
𝑗

+
2π

3
) ))

+ 𝑉𝑖
𝐶 (𝐺𝑖𝑖

𝐴,𝐶 (𝑐𝑜𝑠 (
2π

3
) ⋅ (θ𝐴

𝑖 − θ𝐶
𝑗

+
2π

3
) − 𝑠𝑖𝑛 (

2π

3
) )

− 𝐵𝑖𝑖
𝐴,𝐶 (𝑐𝑜𝑠 (

2π

3
) + 𝑠𝑖𝑛 (

2π

3
) ⋅ (θ𝐴

𝑖 − θ𝐶
𝑗
+

2π

3
) )) 

 

(A.3) 
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𝜕𝑃𝑖
𝐴

𝜕𝜃𝑖
𝐴 = ∑ 𝑉𝑖

𝐴𝑉𝑗
𝐴(−𝐺𝑖𝑗

𝐴,𝐴(θ𝐴
𝑖 − θ𝐴

𝑗
 ) + 𝐵𝑖𝑗

𝐴,𝐴 )

 

𝑗∈𝑁𝑖

+ ∑ 𝑉𝑖
𝐴𝑉𝑗

𝑙 (−𝐺𝑖𝑗
𝐴,𝐵 (𝑐𝑜𝑠 (

2π

3
) ⋅ (θ𝐴

𝑖 − θ𝐵
𝑗

+
2π

3
)

 

𝑗∈𝑁𝑖

+ 𝑠𝑖𝑛 (
2π

3
) )

+ 𝐵𝑖𝑗
𝐴,𝐵 (𝑐𝑜𝑠 (

2π

3
) − 𝑠𝑖𝑛 (

2π

3
) ⋅ (θ𝐴

𝑖 − θ𝐵
𝑗

+
2π

3
) ))

+ ∑ 𝑉𝑖
𝐴𝑉𝑗

𝐶 (−𝐺𝑖𝑗
𝐴,𝐶 (𝑐𝑜𝑠 (

2𝜋

3
) ⋅ (𝜃𝐴

𝑖 − 𝜃𝐶
𝑗
+

2𝜋

3
)

 

𝑗∈𝑁𝑖

− 𝑠𝑖𝑛 (
2𝜋

3
) )

+ 𝐵𝑖𝑗
𝐴,𝐶 (𝑐𝑜𝑠 (

2𝜋

3
) + 𝑠𝑖𝑛 (

2𝜋

3
) ⋅ (𝜃𝐴

𝑖 − 𝜃𝐶
𝑗
+

2𝜋

3
) )) +

⋅ 𝑉𝑖
𝐴𝑉𝑖

𝐵 (−𝐺𝑖𝑖
𝐴,𝐵 (𝑐𝑜𝑠 (

2π

3
) ⋅ (θ𝐴

𝑖 − θ𝐵
𝑗

+
2π

3
)

+ 𝑠𝑖𝑛 (
2π

3
))

+ 𝐵𝑖𝑖
𝐴𝐴 (𝑐𝑜𝑠 (

2π

3
) − 𝑠𝑖𝑛 (

2π

3
) ⋅ (θ𝐴

𝑖 − θ𝐵
𝑗

+
2π

3
)))

+ 𝑉𝑖
𝐴𝑉𝑖

𝐶 (−𝐺𝑖𝑖
𝐴,𝐶 (𝑐𝑜𝑠 (

2π

3
) ⋅ (θ𝐴

𝑖 − θ𝐶
𝑗
+

2π

3
)

− 𝑠𝑖𝑛 (
2π

3
))

+ 𝐵𝑖𝑖
𝐴,𝐶 (𝑐𝑜𝑠 (

2π

3
) + 𝑠𝑖𝑛 (

2π

3
) ⋅ (θ𝐴

𝑖 − θ𝐶
𝑗
+

2π

3
))) 

 

(A.4) 
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B. Input Files for The Distribution System State Estimation 

 

 

Figure B.1. Sample 3 bus system 

 

 

Figure B.2. CDF file structure of a sample distribution system 
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Figure B.3. Measurement file of a sample distribution system 

 


